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Abstract

This paper describes a system which auto-
matically generates instructions to guide a
user through a virtual environment. The
directions use landmarks to indicate im-
portant points along the route. The system
participated in the NLG research challenge
on “Giving Directions in Virtual Environ-
ment” and the results from that challenge
are discussed.

1 Introduction

When humans give walking directions they use
landmarks for a variety of purposes. Most impor-
tantly they are used to indicate where to turn, to
confirm that the recipient is still on the right track,
or to locate other landmarks (Denis, 1997). In
urban settings, route descriptions with landmarks
have also been shown to be more effective than
route descriptions without landmarks (Michon and
Denis, 2001; Tom and Denis, 2003).

In this paper, we describe an NLG system that
uses a landmark based direction giving strategy in
an online environment. The system participated in
the GIVE-1 challenge (Giving Directions in Vir-
tual Environments, (Koller et al., 2009)), which is
a research challenge for the natural language gen-
eration (NLG) community. The task of this chal-
lenge is to develop an NLG system that can guide a
user through a virtual environment to solve a trea-
sure hunt.

Our system switches between the landmark
based strategy (e.g., go to the green button next
to the lamp) and a path based strategy (e.g., go 5
steps forward) depending on the user’s behavior
and features of the surrounding environment. It
was one of the best two in GIVE-1 in terms of task
success (Byron et al., 2009). It also performed ro-
bustly across the three (quite different) evaluation
worlds, and was not sensitive to the user’s English

proficiency, gender, computer expertise, or weekly
hours of video game play.

In the next section, we will introduce the land-
mark based strategy and the path based strategy by
means of an example and describe the factors that
determine which strategy is used. We will then ex-
plain the architecture of our system in more detail,
in Section 3. Section 4 discusses the results of the
GIVE-1 evaluation. Finally, we conclude in Sec-
tion 5.

2 Example Session

To illustrate the use of landmark based instruc-
tions and path based instructions in our system,
we are now going to go through a short example
interaction between our system and a user. Fig-
ure 1 shows the system instructions and explains
the user’s reactions; Figure 2 shows what the user
sees at some key points in the interaction.

By default, our system uses landmark based in-
structions. If the object that needs to be manipu-
lated next is visible to the player, the system de-
scribes the object and directs the player to move
toward it. The action that the player needs to
perform on this object can be aggregated to the
navigation instruction. For example, in the scene
shown in Figure 2(a) our system produces utter-
ance S1 of Figure 1. When instructions are aggre-
gated as in utterance S1, parts are repeated as they
become effective; e.g., S2 utterance.

If the object that needs to be manipulated next
is not visible, there are two options. First, another
object along the way may be used as a landmark
as in Go to the chair, and then turn right. If such
an object is not available either, the system uses a
path based instruction like utterance S5. As soon
as the target object becomes visible, the system
switches back to landmark based instructions like
in S6.

Path based instructions are also used if the user
seems to have problems following the landmark
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Figure 2: Player views of a GIVE game world.

[U’s view: Figure 2(a)]

S1: Go to the blue button, and then press it. [U moves for-

ward. When he is directly in front of the button, S says]

S2: Ok. Now press the blue button. [U presses the button.]

S3: Excellent. Turn right. [U turns.]

S4: Turn right again. [U turns. U’s view: Figure 2(b)]

S5: Move forward 4 steps and then turn right. [U moves

forward. As soon as he has enters the next room (U’s view:

Figure 2(c)), S says]

S6: Go to the red button and then press it. [U goes to the

button. He approaches the button from the left. When he is in

front of the button, S says]

S7: Ok. Now turn left. [U turns.]

S8: Press the red button. [U presses the button.]

S9: Excellent. Turn right. [U turns.]

S10: Turn right again. [U turns. U’s view: Figure 2(d)]

S11: Go past the picture to the trophy. [U presses ’H’.]

S12: Move foward 2 steps, and then turn left. [U moves for-

ward and turns.]

S13: Take the trophy.

Figure 1: Example interaction

based instructions, i.e., if the user presses ’H’ or
if he does not make progress toward the target ob-
ject.

3 Architecture

We now describe how the strategy illustrated in the
previous section is implemented.

The GIVE infrastructure (Koller et al., 2009)
provides an abstract class NlgSystem, that all
GIVE NLG systems have to implement and which
manages the communication with the 3D client. It
consists of a number of callback methods used to
inform the NLG system of user actions and one
method for sending a string to be displayed to
the user by the client. Our system’s contributions
are triggered as reactions to user actions or be-
cause there has not been a user action for a certain
amount of time. Based on the last user action and

the currently visible portion of the game world,
our system decides whether to use the landmark
based or the path based instruction mode (Sub-
section 3.1), then it plans what to say in the next
utterance (Subsection 3.2), performs some aggre-
gation (Subsection 3.3), generates descriptions for
the objects mentioned in the instruction (Subsec-
tion 3.4), and finally realizes it as a string that gets
sent to the client (Subsection 3.5).

3.1 Control

Instructions are sent in reaction to user actions; if
users do not do anything for a certain amount of
time, we send a message reminding them that they
can use the ’H’ button to ask for help.

By default, the system is in landmark mode. As
soon as the user enters the evaluation world, the
system requests a plan from an off-the-shelf plan-
ner, SGPLAN 5 (Hsu et al., 2006), and then trig-
gers content planning.

When the user manipulates an object, the sys-
tem checks whether this is the next object manip-
ulation task that the user was supposed to do. If
so, the completed steps get deleted from the plan,
landmark mode is activated (if the system isn’t al-
ready in landmark mode) and content planning is
called. Otherwise, the system performs the fol-
lowing error handling steps: It sends the message
“No, wait. That was wrong. Let me make a new
plan for you.” to the client and requests a new plan
from the planner. It then goes into path mode and
starts content planning.

When the user moves forward and ends up
at the current target landmark or at the location
where the next object needs to be manipulated, all
plan steps up to the next object manipulation step
get deleted from the plan. The system then cal-
culates which turns are necessary (if any) in order
to face the object and these turns are added to the
plan. Then, the system goes into landmark mode
and content planning is started.



In other cases where the users moves forward
or turns, the system’s behavior differs depending
on the mode it is in. If the system is in path mode,
it checks whether the movement agrees with the
next plan step. If so, that step gets deleted from
the plan. If this step is part of a sequence of similar
steps (e.g., several steps moving forward) and not
the last step in that sequence, the system does not
send any output to the client. Otherwise, it starts
content planning. If the user’s action does not
agree with the next plan step, the system performs
the same error handling steps described above.

If the system is in landmark mode, user moves
cannot be directly compared to the plan since the
user may choose a different path to the target lo-
cation than the planner. Instead it monitors that
the user is making progress toward the target. As
long as the user is making progress, the system
does nothing. If the user stops making progress,
the system goes into path mode and performs the
error handling steps described above.

3.2 Content Planning

Content planning determines what to say next.
The output is a sequence of simple messages.
There are four main types of message: turn, move,
press, take. The press and take message take
an object as parameter; the turn message takes a
direction (left or right) and optionally an object
(where the turn should happen) as parameters; the
move message takes a direction (forward or back-
ward) and optionally an object (the end point of
the movement) and a list of objects (objects that
are passed a long the way) as parameters.

If the system is in path mode, the system se-
lects all plan steps up to (and including) the first
turn or object manipulation action and translates
them into messages. This sequence of messages is
passed on to aggregation.

In landmark mode, the system finds the next ob-
ject manipulation action in the plan. If the object
referred to in that action is visible to the player, a
message instructing the user to go to that object is
created. This message may also include a list of
objects that are passed along the way. If the ob-
ject that needs to be manipulated is not visible, the
system starts looking backward through the plan
to find another visible object along the way that
could serve as a landmark. If no such object is
found, the system behaves as it does in path mode.

3.3 Aggregation

Our system only uses a very simple aggregation
mechanism. It takes the sequence of messages
produced by content planning and replaces rep-
etitions of the same message with one messages
combining them: for example, five times “move
forward” becomes “move forward five steps”.

3.4 Referring Expression Generation

Referring expression generation is done using the
algorithm and implementation described in (Are-
ces et al., 2008). The only change we made is to
add a step at the end which allows us to force the
use of certain kinds of properties even if they do
not contribute to distinguishing the object from its
distractors (for example, we force the use of color
if a color predicate is available).

The input for this algorithm is a set of individ-
uals and a specification of their (unary) properties
and relations to other individuals. We use all cur-
rently visible objects for this set. To be able to gen-
erate descriptions of groups of objects, we intro-
duce additional individuals representing groups.
In addition to the properties and relations retrieved
from the discrete game world representation, we
add some location information describing the po-
sition of objects with respect to the user and with
respect to each other.

3.5 Realization

We use a simple template based realization mech-
anism.

4 Evaluation

In this section we present some statistical analy-
ses of our system’s performance (Section 4.1), de-
scribe what causes for fatal errors we can identify
in the game logs (Section 4.2), and discuss these
results (Section 4.3).

4.1 Statistical Results

In 73% of all games played with our system the
user successfully gets the trophy. This task suc-
cess rate is relatively stable across the different
evaluation worlds and different users (see Figures
3 and 4). We did not find significant differences in
task success rate that depended on the evaluation
world, the user’s gender, English skills, computer
expertise1, or how many hours per week the user

1We had so few participants at the lowest levels of com-
puter expertise that we excluded those levels from the analy-
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Figure 3: Task success rate in the different evalu-
ation worlds.
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Figure 4: Task success rate across different de-
mographic factors. Light gray: successful games;
dark gray: unsuccessful games.

mean sd
number of actions 9.03 2.10
number of steps 117.49 32.83
number of instructions 80.29 26.00
seconds 175.15 58.42

Figure 5: Mean and standard deviation of the ob-
jective measures collected for successful users.

world 1 world 2 world 3
mean 1.14 1.10 1.14
sd 0.21 0.27 0.22

Figure 6: Average ratio of the actual number of
steps performed by the user and the minimum
number of steps necessary to solve the task.

played video games. Compared to the other four
system that participated in the GIVE-1 challenge,
our task success rate was similar to Madrid’s and
(significantly) higher than that of the other three
systems.

Figure 5 shows the other objective measures
collected as part of the GIVE-1 evaluation: the
number of object manipulation actions success-
ful users performed, the number of overall steps
(object manipulation and movement) successful
users performed, the number of instructions they
received from our system, and the time in seconds
they needed to reach the goal.

Since the three evaluation worlds have different
layouts and sizes, these objective measures cannot
be directly compared between worlds. Therefore,
Figure 6 also shows the ratio of the actual number
of steps performed by the user and the minimum
number of steps necessary to solve the task, which
can be used as a measure of how many mistakes
successful users made. Like for task success rate,
there is no significant difference between the eval-
uation worlds.

Similarly, the objective measures are mostly ro-
bust with respect to the demographic data col-
lected from the users. The only significant effect
we find is that users with only basic English skills
(the lowest level) needed significantly more time
than other users.

Among the GIVE-1 participants, our system
and Madrid’s system guided the users to suc-
cess with the fewest actions, i.e., with the fewest
mistakes. However, our system produced more
instructions than Madrid’s to achieve this and

sis.



both our system and Madrid’s were slower than
Austin’s in term of the time users needed to reach
the goal.

Figure 7 summarize the subjective measures
collected for our system. None of the measures
is affected by the user’s English proficiency. The
only measure affected by the user’s computer ex-
pertise is task difficulty: less experienced users
rate the task as more difficult. And the only mea-
sures affected by the evaluation world are choice
of words and referring expressions: in both cases
the rating is lowest in world 3 and highest in world
1. Gender affects several measures: women find
the task more difficult than men and find it harder
to interpret the navigation instructions. They also
rated our system as less friendly. On the other
hand, a greater percentage of women than men
finds that our system’s instructions provide just the
right amount of information at just the right time.

A comparison with the other systems participat-
ing in the GIVE-1 challenge in term of the subjec-
tive measures is not so easy since the subjective
measure do not distinguish as clearly between sys-
tems as the objective measures. One thing that can
be said is that the participants were relatively un-
happy with our way of wording the instructions.
Furthermore, our system’s ratings for instruction
clarity, especially for navigation instructions, in-
formativity and timing are not in the top tier.

4.2 Error Analysis

We examined the game logs to find out why partic-
ipants lost. In this section we describe what seem
to be the major causes.

In world 2 and 3 our system had some problems
generating appropriate object descriptions. In both
worlds there are situations where the target land-
mark cannot easily be distinguished from all other
objects in the player’s view because other objects
of the same type and color are grouped around the
same location. In these cases, our system gener-
ated overly complex object descriptions. For ex-
ample, one instruction that led to some problems
in world 2 is Go past the buttons to the red but-
ton straight ahead of you to the right of the blue
button.

Another type of instructions that led to prob-
lems several times are instructions that lead the
user to a button, but do not instruct him/her to
press it. Several users pressed such buttons acci-
dentally.

A portion of the lost games is due to partici-
pants who completely ignored the instructions as
indicated either by their actions or by the reason
they give on the questionnaire for not successfully
completing the game. For example, the four par-
ticipants who lost in world 1 gave the following
answers: too slow, had to stop, Didn’t listen, I do
not want complete the task correctly.

Finally, our way of handling errors by immedi-
ately replanning sometimes leads to timing prob-
lems. Some participants make a mistake, immedi-
ately realize it, and correct it, but at that point our
system has already started to replan and the cor-
rection itself will lead to another error message.
This is annoying, may lead to confusing situations,
and some more impatient users start to ignore the
instructions.

4.3 Discussion

Overall our strategy was relatively successful and
robust. Generally, we feel that the landmark based
instruction giving strategy was useful – even in
this environment where due to its grid based or-
ganization a path based strategy relying on step
counting can also be realized. Some user feed-
back also suggests that users prefer these higher
level instructions.

The two most problematic areas in our current
system are the sometimes overly complex object
descriptions and the rather inflexible error han-
dling strategy. The object descriptions can prob-
ably be somewhat improved by more carefully de-
signing the wording and by making a wider va-
riety of spatial relations available to the referring
expression generation algorithm. However, for a
more far reaching solution we need to rethink re-
ferring expression generation in situated environ-
ments like the GIVE scenario and how it interacts
with the decision whether to use landmark or path
mode. For example, Stoia et al. (2006) found that
instead of producing a complex referring expres-
sion, human instruction givers guide users to a po-
sition where a simple referring expression can be
generated.

Our error handling strategy needs to be more
flexible in two ways. It needs a method for de-
tecting corrections by the user so that a new plan is
only adopted if necessary. Furthermore, the appro-
priate user of negative instructions (such as don’t
press this red button) could avoid some fatal error
before they happen and would alleviate the prob-
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4.6 overall: What is your overall evaluation of the quality of the direction-giving system? (very bad 1 . . . 7 very good)

4.3 task difficulty: How easy or difficult was the task for you to solve? (very difficult 1 . . . 5 very easy)

3.7 goal clarity: How easy was it to understand what you were supposed to do? (very difficult 1 . . . 5 very easy)

3.6 instruction clarity: How clear were the directions? (totally unclear 1 . . . 5 very clear)

3.7 instruction helpfulness: How effective were the directions at helping you complete the task?
(not effective 1 . . . 5 very effective)

3.7 choice of words: How easy to understand was the system’s choice of wording in its directions to you?
(totally unclear 1 . . . 5 very clear)

3.7 referring expressions: How easy was it to pick out which object in the world the system was referring to?
(very hard 1 . . . 5 very easy)

3.7 navigation instructions: How easy was it to navigate to a particular spot, based on the system’s directions?
(very hard 1 . . . 5 very easy)

3.6 friendliness: How would you rate the friendliness of the system? (very unfriendly 1 . . . 5 very friendly)

56% informativity: Did you feel the amount of information you were given was: just right / too much or little

62% timing: Did the directions come ... just at the right time / too early or late

Figure 7: Mean ratings for the subjective measures

lem of users accidentally pressing a button. It may
also help some of the participants who choose to
not follow the instructions, since they may adhere
to a warning, even though they refuse to follow
instructions.

5 Conclusion and Future Work

We have described one of the NLG systems that
participated in the GIVE-1 challenge. The system
uses a landmark based instruction giving strategy
and only switches to a path based strategy when it
does not find a suitable landmark or when the user
has problems following the high level instructions.

Overall the strategy works relatively well in
terms of task success and the system performs ro-
bustly in different evaluation worlds and with dif-
ferent users.

Currently, the system uses an off-the-shelf mod-
ule for referring expression generation. To im-
prove this system we will investigate ways to bet-
ter adapt referring expression generation to the
characteristics of direction giving in a situated en-
vironment. We will also develop a more flexible
error handling strategy.
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