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Abstract

We present the implementation of a nuclear magnetsomance (NMR)
universal quantum computer (QC) simulator we have named QCNNRr
quantum computer simulator uses a pre-existing open sourkegea GAMMA,
for performing the underlying NMR simulation. QCNMR readsai quantum
circuit converts it into a sequences of pulses thatbeasimulated on an NMR
system, our system then returns the output of the sietlulgomputation to the
user. Our simulator is universal over the space of gumantomputation,
analogous to the way a classical computer may be cailgdersal”.

[. Introduction speedup to all NP problems. There are
relatively few other examples of algorithms
A. Overview where there is an evident speedup when the

computer is allowed to take advantage of

Classical computers have been around for guantum mechanical effects. It is not known
large part of a century and the computations thavhether allowing use of quantum effects
they can perform are entirely deterministic.provides in inherent increase in the available
There exist classes of problems that are natomputational power. It is also unknown as to
known to be efficiently solvable in polynomial whether there exist other algorithms that may be
time (O(rf)) by classical computers; these typesnore efficiently performed using a quantum
of problems are known as non-polynomial (NP)omputer. In either case, it is important that
time problems. while one is attempting to devise new

In 1996, Grover designed an algorithm to sealgorithms for quantum computers that one has
for a marked item on a quantum computer thateady access to build and test their algorithm to
provided a square root improvement over thaee how and if it performs as expected.
best time a classical computer is thought to take
to be able to solve the problem [Grov96].B. Goals
Grover's search algorithm provided a more
efficient way to solve a NP-complete problem; To that end, the implementation of a
“‘complete” refers to the fact that problem isframework to simulate quantum algorithm on
canonical to the set of NP problems therefore areadily available classical hardware would be
efficient solution for this problem could be useful to help researchers study quantum
translated into an efficient solution for any otheralgorithms. There are several possible
NP problem. Grover algorithm, however, didapproaches, each with its own level of accuracy
not provide the crucial speedup, as his algorithrand practicality. In the first and simplest
still took NP time in the worst case. approach you assume that you have an ideal

In the later in 1997, Peter Shor devised aquantum computer and that you can perform
algorithm for finding the prime factors of a more or less arbitrary operations on the qubits in
number in polynomial (P) time on a quantumyour computer. The implementation itself is
computer. This represents a drastic speedypst a series of straightforward matrix
over the widely held belief that the problemoperations. It should be noted that the time to
takes NP time on a classical computer [Shor97perform the calculations to simulate the ideal
Factoring, however, is not a NP-complete s&C is not the same asymptotic time that a real
these results could not be used to translate tlggiantum computer would take, as each matrix



operation take O(2 time in the number of time. The second purpose is purely educational;
qubits. However, to our knowledge such arnt will allow students to quickly experiment with
ideal physical system for performing quantunguantum algorithms, even with very little
computation does not even exist, it can only b&nowledge of NMR itself; hopefully, gain a
approximated by other less accurate and momaore intuitive understanding of the algorithm
limited physical systems. So, while it isand quantum computation as a whole.
important that the algorithm function on an ideal
quantum computer, it must also function on a
realistic physical one, otherwise the algorithmC. Specific work
has limited applicability. The next level of
increased realism is the simulation of a Our main contribution in this paper was to
physically based quantum computation systenthe implement framework for quantum
This means that the simulator must calculate theomputation on top of an existing open-source
computation based on some physical quantutdMR simulator, GAMMA [Smit94]. QCNMR
mechanical effects and build a framework forexists as a C++ library that has the ability to
quantum computation limited by these effectscreate qubits, a quantum circuit and to run the
This is the method that we have chosen taircuit and return the final state of the system
implement in this paper. This method discardsfter the circuit has run its course. QCNMR
the assumption that our system is ideal, antirst parses the input circuit and then converts
requires that the computation have basis in mto a sequence of NMR pulses, which
physically realizable system. The third andrepresents the computation we wish to perform.
most telling method is to actually implement thePulses are essentially NMR instructions. We
computation on a physical quantum systempass these pulses on to GAMMA to simulate the
This method is by far the most complicated andNMR system and then read back information
expensive of the three. Implementingand interpret it for the user. The main work in
algorithms correctly and effectively on realthis project was to implement the generation of
systems can take a long amount of time angulse sequences on the NMR system so that we
planning; weeks or months. In addition, theseould selectively address individual qubits and
systems are by no means widely availableleave the rest of the system invariant, using a
require a great deal of technical expertise antechnique know as refocusing. Time was also
must be custom built and tailored to the specifitaken to make the graphical interface for the
task. There exist a number of possible physicdCNMR library that allows the user to quickly
realizations for a physical quantum computerconstruct and run quantum circuits.
nuclear magnetic resonance, quantum dots, ion
traps and optical photon quantum computers and
others [Cira95, Cory96, DiVi95, Yann99]. D. Organization of Paper
However, it remains to be seen which physical
realization, if any, will be viable in the end. Section two presents some background
The purpose of our simulator, QCNMR, isinformation on NMR, quantum computation and
two-fold. The first purpose is to allow NMR performing quantum computation operations
quantum computer researchers to simulatthrough NMR methods. Section three explains
algorithms before they attempt to perform thenthe structure and implementation of QCNMR.
on a physical NMR system. This will hopefully Section four describes using QCNMR to
decrease the amount of turnaround time to studgnplement a quantum teleportation algorithm as
an algorithm for NMR QCs. It allows basic well as some general comments on our
implementation without the investment of muchassumptions in building QCNMR. Section five



concludes this paper and discusses future workeal-valued information opposed to the discrete-
related work and summarizes the results of thigalued information that is stored in the classical

project. bit. However, the information that is stored in
that real-valued state of the qubit cannot be

II. Background directly read. The most telling measurements
that can be performed are ones that measure in

A. Quantum Computation orthogonal basis states, returning the basis state

that the qubit's state projected into. This

Quantum computation is perhaps besmeasurement provides a single bit of classical
introduced in as an analog to classicainformation. To get a more accurate
computation. In classical computation, thedetermination of the actual qubit state more
object that stores or represents information isneasurements are required, each providing a
known as the “bit”; it can take only two discretelittle more information about the qubit.
values “zero”(0) or “one”(1). The analog for However, this is a problem in many physical
quantum computation is known as the “qubit”’;realizations as their measurement operations
the information the qubit stores, however, is notend to be destructive; meaning that the
discrete valued. The qubit is composed of aneasurement of a qubit disturbs it from its
linear combination of vectors in complex spaceoriginal state creating history-dependent effects
Normally, the two-dimensional Hilbert space isdue to measurement; this often makes is
describe using the two orthonormal basis statefifficult to make more than one measurement on
|0> and|1>. As a side note, there exist n-iarya given physical qubit in practice.
qubits that are the linear combination of n Similar to the theory of universal classical
orthonormal basis states. The value of a generabmputation by logical circuit, we can describe
2-qubit can be written as: an analog for quantum computation: universal

|q> = alo>+b|1>_ (1) quantum circuits. The_ wirgs of our circuit are
Wherea andb are complex constants and thequItS and thg two dlre_ctlons along the wire
norm of|g> is 1. The values of a single qubit represent the time evolution of the computation.

We can place gates on the wires that transform

can be thought of as a vector from the origin " . ;
Euclidean three-space to the surface of a uniubits analogous to the transforms on classical

sphere; this is known as the “Bloch’s sphere’b'ts by classical gates. The gates in both cases
representation (Figure 1). It is clear that the
orientation of a qubit can be parameterized b
two real values, giving it the capacity to store

an be thought of as transformation matrices, in
lassical case the only values that the
ransformation matrices can contain are zeros
and ones; in the quantum case the
Figure 1:The Bloch Sphere transformation matrices are arbitrary unitaries.
Classically there is a notion of universal
computation, which is being able to perform to
construct arbitrary function from n to m bits,
— with some subset of all valid gates. One
9 example is XOR and AND, which are sufficient
for universal classical computation [NielOQ].
0) There is the same notion in quantum
1 computation, the controlled-not operator,
Ucnot, the Hadamard operator,yJand the
phase shift operator, dJrepresents a basis for
universal quantum computation.




1 000 We see if we measure a |0> for the first qubit
then the second qubit must also measure a |0>, a
1(1 1 0100 . : .
U, =— , U = , similar thing happens for measuring [1>. Most
H CNOT
V21 -1 0 001 i
2 of the power of quantum computation seems to
0010 come from the abilty to entangle qubits,

(2) time and distance. It allows the state to exist in
the superposition as the linear combination of
multiple states. This allows for the parallel

Other useful operators are can be thought of ggocessing of many states through the evolution

rotations about the x-, y-, and z-axis,of a couple of qubits. In the end, this parallel

respectively W, Uy, Uz: state processing provides the speedup in most
01 0 —i 1 0 cases of quantum im_provement over class_ical
:( ] U, :(i ] U, :( ] (3) algorithms. Constructing entanglement requires

10 allowing information to be correlated across

10 0 0 -1/ at least two-qubit operations, such as the
controlled-not gate, as seen above.
An additional feature of quantum One note on terminology, a “density

computation that does not have an analog imatrix” is one representation of a system’s state.
classical computation is the notation ofSuppose we have some stape [the density
entanglement. Entanglement is essentially thmatrix representation of this state is

correlation in the states of two or more qubits. p =|¢,><¢,|_ (7)

To make this more tangible we will present Ay
brief example with one of the simplest
entangled states, a Bell pair:

8)= L (0)0)+[113) @ W=lo-m) @)

This represents a state in the tensor produch = -1 o\o|-|o\o|-|o\a| +|1)1]), (9
space of two qubits. We can makeameasure(é;?c |l//><l//| 2q >< | | >< | | ><| |>< |) ()

the state in the first or second qubit’s space that 1{ 1 - }

here p is the outer product ofyp with its
conjugate, ¢|. For example:

will return a |0> or a |1>, in either of these sase X ZE -1 1 (10)
the measurement of the second qubit in the same
basis is fully determined:

Z Notice that the diagonal terms pfsum to one;
MN0>|BOO>_(<O|a H Ib}BO°> all density matrices of normalized pure states

1 have this property.
:E(<O|a|o>a|:| Ib|0>b+<0|a|1>a|:| Ib|1>b) (5) There is one restriction on qubit
1 operations. It is the so-called “no cloning
=—=|0),. theorem”, it simply states that we cannot clone
V2 the state of one qubit to another qubit, unless we
M oy Boo) = (1], D1, ) Boo) know the input comes from a known set of
1 orthogonal states [NielOOQ]. This theorem
:—(<1|a|0>a 01,0, +(1 |1, O Ib|1>b) (6)  prevents us from allowing fan-out gates which
V2 clones the probability distributions of qubits,
_ 1 ) though we are free to distribute information
V2! between the qubits by entangling them.

However, doing so does not increase the amount



of available information, it only spreads it out.information exchange between two nuclei. The
Thus it is not possible to copy a state many-coupling interaction is anisotropic, however,
times in order to extract more information fromits effective strength in the direction of the

a destructive measurement process. external magnetic field, far outweighs its
strength in the two other orthogonal directions
B. NMR [Ladd03, Keel04].

Now if we allow multiple copies of the same
Nuclear magnetic resonance is a techniqumolecule to reside in the same area, usually in a
used in a number of fields. It can be used ifiquid, there can be effects caused by interaction
analytic chemistry for chemical analysis and idetween molecules. These effects are
the technical basis for magnetic resonanceollectively known as decoherence. The first
imaging (MRI) procedures for medical decoherence effect is known as thermal
purposes. The isotopes of some elements hawelaxation, which is caused by interaction
non-zero nuclear magnetic moments. Thesketween the molecules as a whole. It is like
moments can be thought of as a unit vectorandomly applying rotations to the molecule
centered at the origin; not surprisingly, it iswer [Grze03]. It has the effect of bringing the
similar to the concept of the Bloch sphere asystem of molecule to thermal equilibrium; an
shown above in Figure 1. If the atom is place@ssentially random configuration based on the
in an external magnetic field,oB canonically temperature of the system. It has a
the field is aligned pointing up the z-axis. Thecharacteristic onset time known as. T The
nuclei’s magnetic moment will begin to rotatesecond decoherence effect is caused by J-
about the z-axis at a rate known as the Larmaroupling interactions taking place between
frequency: atoms on adjacent molecules this also disturbs
w=-)B,z (12) the state of the system. The characteristic onset
Where y is the gyromagnetic ratio of the time for the second decoherence effect is known

nucleus; this idea is shown diagrammatically ir?S T [Keel04, Ladd03]. The minimum of,T

Figure 2 below. The frequency of the rotation i€t"d T represents the maximum time before the
linearly proportional to the strength of theSyStém decoheres and loses a substantial amount

external field. In the absence of other atoms arf@f iInformation. _ _
other effects the motion of the single atom is Nuclear magnetic resonance systems exist as
constant in time. a conglomeration of molecules. Usually the

When we add other atoms in a moleculdnolecule of interest is put into a liquid solution

with the original atom other effects begin toW'th some other molecule that is not active in
appear. One effect is chemical shifty, which NMR, has only zero nuclear magnetic moments,

represents the relative shift from the LarmoiS0 that the interesting molecule’s properties can
frequency of the atom in isolation; this is due td?€ distinguished from the solution’s properties.
shielding effects based on the arrangement di'€ @malgamation is an ensemble, so that any
electrons mediating the bonds between atonf@€asurement is represents the average value of
[Keel04]. The chemical shift allows us to the measurement over all molecules in the
differentiate between atoms two atoms of th&nsemble. However, since it is an ensemble,
same isotope in the same molecule. Anothdpéasurements that are taken are not necessarily

effect of the bonds between atoms is the &S destructive as in other physical realizations.
coupling effect,wy; it is simply an interaction The measurement action in an NMR system is
that encourages the moments of the two nuclé?oW as the Free Induction Decay (FID). The
to point in the same or opposite directions. Th&€asurement is taken by allowing the final state
J-coupling interaction can be used to mediat@f the system to decay to the thermal state. The



change in the orientation of the nuclearThe Hamiltonian in the rotating frame of each
magnetic moments is made evident by a curremgotope is simply the previous equation whib;
induce in the coils that perform the r.f. pulsessubstituted for; [Ladd03].
The time-varying induction, rather the Fourier In order to perform any sort of computation
transform of the time-varying induction, is usedwe have to be able to manipulate the NMR
to determine the final average state of theystem. We can manipulate the system through
molecular ensemble before it began to decasomething known in NMR as a “pulse”. A
[KeelO4]. pulse is simply a radio frequency (r.f.) magnetic
In physics, one way of describing the timefield applied to the system in a direction
evolution of a system is through theperpendicular to the external magnetic field. In
Hamiltonian of the system. The Hamiltonian oforder to apply the pulses in a more intuitive
the NMR system of the ensemble of moleculedashion we tend to apply them in the rotating
in the frame of the laboratory, can be written asframe of the isotope. This means if we have m
n o o different isotopes we have m different rotating
Hap =Z[W.J'z+ ZWJ”J'ZJZ']- (12)  frames or “channels” these channels have a
. = _ specific carrier frequency that represents the
Where ] is the z spin operator of inucleus; frequency of the rotating frame relative the lab
the first term represents Zeeman Effect, which iggme. Generally the Larmor frequency of
essentially the Larmor precession of the nucleadifferent isotopes is sufficiently different as to
magnetic moment about the external field axispe aple to address each channel separately; to be
The second term, which is the summationgple to apply pulses to a channel without it
represents the J-coupling interactions betweegﬁecting the other channels.
construction of the Hamiltonian is time it yses an r.f. pulse on the carrier frequency at
independent; therefore the way the systerfhe same frequency as the Larmor frequency in
evolves is independent of the amount of timgne qubit's rotating frame (fig 3). In the rotagin
that has elapsed since it started. The tim@rame the effective external magnetic is many
dependent  formulation  removes  thegrders of magnitude smaller because the
considgrati_on of relaxation effect because theifoments are now only rotating with respect to
onset is time-dependent. However, to firstihe glready rotating frame, though they may not
order, the effects of relaxation can be considerege rotating at all in the rotating frame if their
as maximum runtime cutoffs. chemical shift is zero.

Figure 2: Larmor Precession in the rotating frame Figure 3:Larmor Precession in the rotating frame of a

pulse.
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Therefore the dominant effect is the appliedomputation state. They are more or less
pulse which causes the qubit's magnetiggnored except in refocusing when they are
moment to rotate about the axis of the appliedrouped together and refocused. We will
r.f. magnetic field (Figure 3 (above)). So inassume from now on that the only qubits that
order to get a ninety degree rotation about the »are in the system are individually addressable
axis, we must apply a pulse on the rotating xand will be useful at some stage of the
axis for a time proportional to the Larmorcomputation, although the second assumption is
frequency in the rotating frame about the pulsedot really necessary. When you wish to perform
axis. It should be noted that the only pulses tha QC on physical NMR equipment, much
can be applied are pulses about an axis in the #taought must go into the engineering of the
y plane. There exists no z-axis pulse becauspecific molecule that you will use. You must
there is already a large constant magnetic fieldave sufficiently different Larmor frequencies,
in the z direction. In order for the pulse to bewhich means that the molecule will likely
selective the Fourier transform of the pulse mustonsist of different isotopes or the small
have negligible value at the frequencies ofsotopes with large chemical shifts; this is all
atoms you do not wish to affect; this looselynecessary to be able to reliably address nuclei.
translates into a constraint on the length of tim&ou must have the appropriate molecular
you may apply a pulse. structure to both mediate a strong J-coupling

Longer pulses are more highly selective andhteraction, for quicker information exchange
shorter pulse time lengths are moreand a structure that increases relaxation times,
indiscriminate. One important thing to note isT; and T, to allow more time for computation.
that while a pulse is being applied selectively td'his is only a qualitative discussion of the
one qubit all the other qubits are continuing taequirements of NMR properties for robust QC;
evolve as they normally would without thehowever, a real quantitative discussion is
presence of the pulse, this will necessitate theeyond the scope of this paper, in the realm of
use of the technique known as “refocusing”’chemical engineering.
which we will describe later on. Basic The quantum computation operators are
parameters for defining a pulse are: start timegnalogous to pulse sequences. Let us consider a
pulse time, central resonant frequency and r.8imple molecule with only one atom; this
strength. negates the need for any refocusing because

nothing else is evolving. We can perform a U

operation by simple waiting the time required
C. NMR for QC for the magnetic moment to rotate #yaround

the z-axis (or more likely wait formn + x).

In order to perform quantum computationWe can apply ¥ and U by applying r.f. pulses
using an NMR system we need to define dor the appropriate time about the x- and y-axis
mapping from qubits and operators to moleculesespectively. We can therefore apply any
and pulses. The mapping is mostly obviousarbitrary rotation of a qubit on the Bloch sphere.
The separate qubits in the NMR system are We can generate the phase shift by
unique atoms in a given molecule with uniquelyperforming a Z£¢/2), waiting half the time as for
addressable spins. If there are two atoms witthe Zt) [NielOO]. The Hadamard operator can
very similar resonant frequency it will be be expressed as the sequence single qubit
difficult to use them in any way to store orrotations: Y{/4)X(n)Y(-n/4). To have the two-
transfer information. They are still part of thequbit Ucnor, we obviously now need two
system and must be refocused to prevent thegubits, the Wyor pulse is constructed using
interactions from affecting the rest of theseveral single qubit rotations and allowing the J-



coupling interaction between the qubits tomatrices are boolean n-dimension square
evolve (egn 13). matrices, where n is an even integer or one.
T 3 T T Hadamard matrices have the property that all
Uenor, => Zi(gjzi(7jxi(5j‘]u (ﬂ)Yi(_Ej (13) pairs of rows and all pairs of columns differ by
n/2 elements. These matrices are isomorphic
Thus we now have a basis for of a universalinder swapping of rows and swapping of
set of quantum unitary operators available. Thisolumns and the logical negation of rows and
gives us universality of computation in thecolumns. Itis always possible to make one row
realm of unitary quantum operators, analogouand one column of a Hadamard matrix all
to the universal set in the classical realm. TRUE elements. Note, that in all but the one
The final issue that remains is thatrow or column that has all TRUE elements, the
measurement of final computational statenumber of TRUE elements in each row or
Measurements in NMR cannot be made otolumn must be exactly n/2. There are several
individual atoms. Measurements made in NMRmethods for generating Hadamard matrices,
are ensemble measurements of the averageost are fairly complex, however, there is one
value of some state variable, like the projectiorsimple construction method for the some (eqn
of the magnetic moment of th8 gubit onto the 16):
z-axis. Measurements are determined by the

FID measurement as described before. In 1111
general, most of the average final state of ﬂllﬁ =[1] Y :{1 1} H = 1100 (15)
system can be determined, and we can use the “** "2 |1 o "% |1 0 1 of
FID to generate the final density matrix 0110
describing the system, though the density matrix
may not be unique. H H

Y g H,. {H“ o } (16)

D. Refocusing

Refocusing is the technique of stopping theHadamard matrices are not guaranteed to exist
time evolution of certain nuclei in a NMR for all even numbers nor are all Hadamard
system. During a pulse unless a given nuclei imatrices of a given dimension necessarily
being addressed by the pulse that nuclei willsomorphic under simple swap and negation
continue to evolve as it normally would. Theoperations. In order to perform efficient
evolution of the entire system can be expressedefocusing we need a Hadamard matrix with
by the rotational frame, by the Hamiltonian: dimension at least as great as the number of

~on o nuclei in our system. The dimension of the

Ho :Z{Aaﬂlz + ZWJUJ'ZJX'J- (L4) matrix is the same as the number of discrete

_ : _refocusing intervals we must use. The
What we would ideally like to be able to do isrefocusing method is as follows:

perform an arbitrary unitary operation on some

subset of qubits and have the rest remainj e transform the Hadamard matrix so that

unchanged. In order to perform refocusing we  the first row and the last column of the

must determine a sequence of auxiliary pulses to  matrix contain only TRUE values.

prevent the unwanted time evolution. 2. Each nuclei is assigned a row in the
The technique we used for generating  matrix.

appropriate refocusing pulse sequences is from

Leung [Leun99]. This technique utilizes the

properties of Hadamard matrices. Hadamard



3. Each column in the matrix represent a T/rsame direction and half the time they are
step in the time evolution, where T is themoving in opposite directions effectively
total evolution time of spent refocusing.  stopping the time-evolution of the interaction

4. Assume without loss of generality, that allbetween them.
the elements outside the matrix are TRUE. To make thing more concrete we will

5. A 180-degree rotation (pulse) about the ydescribe how we applied this scheme to
axis is applied to the nuclei at theconstruct our quantum gates. Thg&J gate
beginning of each time step where thepulse sequence with refocusing is simple.
element in the matrix is FALSE and theAssign the nuclei we wish to evolve the first
previous element was TRUE. row of the matrix and all the other nuclei to

6. A -180-degree rotation (pulse) about the yunique rows in the matrix. The total evolution
axis is applied to the nuclei at thetime is given:
beginning of each time step where the m+6/
element in the matrix is TRUE and the T,(g)=— 227, (17)
previous element was FALSE. A

where m is the number of extra full period z-
Because of (1.) no refocusing pulses are applieatations. This depends on the length of the
to qubits assigned the first row of the matrix,refocusing pulses and the number of qubits
this means that Zeeman evolution is allowed tdeing refocused. The constraint on T can be
continue for this nuclei, through the J-couplingformed as
interaction is refocused with nuclei assigned to T >t__ [h (18)

mpl '

other rows. Also from (1.) there are no pulsegpere 1 is the maximum pulse length over all

applied at_the _end_ time Of. the refocus!ngpossibly applied pulses on a single nuclei for
sequence, T, which is a practical concern sinC§.y of the refocusing intervals. Given these two
pulses take a non-zero, finite amount of time tqqntraints we can choose a minimum T subject
apply. If any qubits share assigned rows the J poih those constraints.  One thing to note is

coupling interaction between them is nOYpat if the chemical shift is zero the evolution
refocused. The reasons that this scheme work: e is infinite. It is a removable singularity

are a bit mathematical and would take a bit Oﬁowever since the carrier frequency of the

time to explain; we d-ire(_:t you to the original .oiational frame is arbitrary, so we can change it
paper for a more insightiul and thoroughy, eep the refocusing times finite and
explanation [Leun99].

The intuition, however, is to think that the

value of the element describes the direction i’%(e) gates are very similar to the(@) gate.

time the nuclei is evolving. TRUE implies 1hare are two important changes, however. The
forward time motion and FALSE backward time;otal evolution time is now:

motion. Because Hadamard matrices have the m
property that all but the first row differ by T,(8)=T,(6)=— (19).
exactly n/2 elements all the nuclei assigned A
other rows than the first evolve half the timeThe nuclei are assigned rows the same way as
going forward and half the time going backwardor the Z(6) gate, and the second constraint is
so the net evolution is zero. This effectivelystill in effect. At the beginning of the pulsing
refocuses the Zeeman/Larmor evolution. The Jequence we apply the appropriate pulse to
coupling is refocused similarly, as all pairs ofgenerate the rotation we want on the active
unique rows differ by n/2 elements meaning tha@iubit. The time constraint serves to refocus the
half the time the two qubits are moving in theZeeman interaction for the active nuclei,
because it was assigned the first row. Strictly

reasonable.
The constructions for the ;(©) and
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speaking, this is not necessary, because we can Constructing our molecule for use in
assign the active qubit a different row in theGAMMA is simply a matter of teling GAMMA
matrix, thereby refocusing the Zeemanthe isotopes we would like to use, their chemical
interaction using pulses instead of letting theshift values and the J-coupling interaction
evolution repeat. This would remove thestrengths that exist between the various nuclei.
constraint involving the chemical shift entirely We can then choose to set the initial state of the
and let the evolution time be only dependent onuclei to whatever initial state we wish by
the maximum pulse length constraint. inputting the initial density matrix to GAMMA.
The J(©) gate is also very similar. The The capability to automatically generate initial
i™ and " nuclei are assigned same row of thehermal equilibrium states is provided by the
matrix, though not the TRUE-valued row, andlibrary.
all other nuclei are assigned unique rows in the GAMMA allows us several different types
matrix, though also not in the TRUE-valuedof pulses to apply to a system of nuclear spins.
row. The time constraint for this gate is asThe first type of pulse is an ideal pulse. The

follows: ideal pulse is performed instantaneously in
m+5/ simulation time and acts on a single isotope
T,(0)=— /27T (20) rotating all nuclei of a given isotope by a set
w;, amount. The pulse’s time-strength function is a

The standard constraint of maximum pu|3éje|ta function. This is neither practical nor
length (Egn. 18) is also considered in the choicgealistic. ~Pulses must have some finite time
of evolution time. Note it is necessary thaj  duration and some selectivity. The next type of
be non-zero for there to exist a finite refocusinulse that GAMMA provides is a hard pulse.
time. This is not a removable singularity like The hard pulse pulses all nuclei of a certain
the one for the 0) gate, the interaction must isotope about a set angle. The hard pulse length
exist for the gate to be perform and the closegf non-zero in time, through it is usually quite
0Ji is to zero it is the |onger the it will take to short. The tlme-strength function for this pulse

perform this action. type is a square function. These sorts of pulses
are appropriate when there exists only one

lll. Implementation nucleus in the molecule per isotope, if there
exist more than one nuclei in the channel, they

A. GAMMA capabilities will both be excited by the pulse. The final type

of pulses GAMMA provides are shaped pulses.
GAMMA is an open-source library for Shaped pulses are simply pulses who's time-
conducting NMR Simulations created bystrength function is inputted by the user. These
researchers at ETH in Zurich, Switzerland fotypes of pulses allow the user to tune the
the study of nuclear magnetic resonancéQ'GCthlty of the pulse and excite only nuclei in
techniques [Smit94]. For our purposes, th&ertain frequency regions of the channel by
GAMMA library provides a means of varying the pulse strength over time. The
constructing spin systems with variousfrequencies that are exmted_by the shaped pulse
interactions and properties of isotopes. |f;_1re dependent on_the Fourier transform of the
provides a means of constructing and applyingme-strength function.  One can tune the shaped
pulses to the system. At the end of a rumulse to selectively address muitiple nuclei on a
GAMMA can produce an FID (and more given channel without affecting other nuclei on
importantly its Fourier transform) to read thethe same channel. GAMMA provides some
output of the final system state or can simplygapability for the construction of the time-
just provide the final density matrix. strength function and even has some built-in
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functions that are usually used in these types gdulses for simple NMR simulations using
pulses (i.e. Gaussian functions). GAMMA. GAMMA made the work of this

One thing that GAMMA does not provide is paper possible, even though it was not tailored
the ability to apply more than one pulseexactly to our needs.
simultaneously in simulation time. While it
represents some of a complicated issue to evéh Program Structure
physically apply two simultaneous pulses on a
single channel; it is not a physical restrictionThe core of QCNMR is its C++ library kernel.
that prevents applying two simultaneous pulse$he kernel provides all the capacities for
on two different channels. Applying two pulsesconstructing qubits, circuit gate, executing the
at the same time on different channels is aircuit and marshalling the output. The library
common occurrence in everyday NMR,is meantto work along side GAMMA providing
GAMMA's lack of capacity for this task is extra functionality for quantum computation
likely due to the inherent complexity in makingtasks. Some of the datatypes that are returned
an API that provide for that general purpose usétom QCNMR are quantum computationally
As a result we will have to implement thisuseful mathematical types like matrices and
capacity in QCNMR. operators, which inherently provide for more

GAMMA can return output in two ways. power computation in QCNMR user’s
The first is to simply return the density matrixprograms. In addition, there is a graphical user
of the final state. The second way is to simulatenterface that allows the quick construction and
the free induction decay of the system andesting of circuits, without the need to compile a
return an array that stores the current induced i@++ program; its computational power is
the r.f. coils as a function of time. It alsolimited due to the complexity of making an
provides that capability to take the Fourierinterface that can fully exercise the library under
transform of the FID. However, GAMMA stops an arbitrary C++ program. However, the
there; there is little built in to the API that graphical interface is more meant as an
allows for analysis of the FID. There is nothingeducational tool than a power computational
that attempts to estimate the final state bwpparatus
analysis the FID, there is nothing built in to
even find peaks on the FID’s Fourier transform.i. The Kernel
With the lack of built in functional for analyzing
FIDs, producing FIDs is only for qualitative The kernel consists of three main classes:

purposes. 1. QCNMRQubit

GAMMA has several limitations. The first was 2. QCNMROperator

already mentioned, the lack of simultaneous 3. QCNMRProgram

pulsing. The second limitation is the lack of =~ The respective purpose of each of these classes
FID analysis. The third limitation is that iIs almost obvious, but we will explain it
including the T and T, relaxation effects in a anyway. The instantiation of tf@CNMRQubit
way that would have been meaningful for class is the equivalent of a single qubit. It

QCNMR would have been very difficult. The contains all information about the qubit
implementation of that part of the library was including its isotope, chemical shift, J-coupling

not fully featured or complete, though the interaction strengths, pointers to all the
authors left notes in some of the source files foroperators that will operate on it, pointers to all
hinting at possible ways to expand the the other qubits of the same isotope and
implementation. However, despite this its information about what types of pulses can be

limitations, it is very simple to construct and runapplied to it.
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Figure 4.QCNMR Design Layout . . .
J e an ey The idea is that user is be allowed to perform

There really is not much work being donesome arbitrary circuit, look at the output and
within this class during the course of thethen proceed from the final state by adding new
computation, it is really just a glorified struct.  €lements and running the new circuit.
The instantiation of th€QCNMROperator QCNMRProgramhas the power to return pulse
class is the equivalent of a single qubit gate. Bequences to user or to save them to disk as in a
stores information about whic@CNMRQubits human readable formatQCNMRProgramcan
are being operated on, at what time the gate &S0 output a text-based diagram of the circuit
applied and the types of pulses need to occur #iat it sends to the disk.
the top level (ignoring refocusing) to  The main computation IQRCNMRProgram
accomplish the requested operation. Ans dedicated to generating and running
auxiliary classQCNMROperatorGers used to refocusing pulses. The first part of this was
actually generate instances ofimplementing that refocusing pulse sequence
QCNMROperatorsthis is because some globalgeneration as was fully described in section two.
knowledge must be stored to determine whethekhe second key concern was allowing GAMMA
or not that creation of an operator on certaifio run simultaneous pulses. To understand what
qubits at a certain time is a valid thing to do.  Was done we must first give a brief explanation
The final kernel class @ NMRProgram It of how pulse sequences are implemented in
is the workhorse of the implementation. It take$SAMMA. A pulse on a single channel, iso, on
in an array ofQCNMRQubitsand then allows @ specific resonant chemical shift frequency,
the addition of circuit elements in the form ofAw, is implemented in the following fashion
QCNMROperators Most of the work happens (Without loss of generality the pulse is for
in the QCNMRProgramRun() function, which radian about the x-axis):
actually interfaces with GAMMA to transform 1. Shifting all nuclei of that isotope from the

our QCNMRQubits into their GAMMA original rotating frame into the rotating
representation. TheQCNMRProgranconverts frame of the resonant chemical shift
the inputted QCNMROperators in pulse frequency, we get a new Hamiltonian:

sequences that it then runs on GAMMA, the
QCNMROperatorsare destroyed in this process,

though the pulse sequence that they were
converted into to can be returned to the user.

Hiot = Hpo —AwZJiZ_ (21)

iliso
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2. Next we add the r.f magnetic field in thethe implementation details for scheduling and
direction of our axis (the x-axis). The ordering changes to the Hamiltonian and
strength of the field is determined by theevolving the state appropriately as it is just a
pulse time length and the angle we wish tgrogramming task and does not add anything
rotation through: interesting to this discussion.

QCNMRProgram’smain output is the final
, P2 i density matrix of the system. This is clearly not
Her = Hi +ﬂz Iy (22) 4 realistic feature, an NMR machine will not
1His0 simply give the final density matrix of the
system; you must compute it from the FID.

: ®There are basically two reasons we choose not
H?“ for time t. . to provide the output via FID. The reason one

4. Since we Sh'ﬂ.ed to another rotating framereads an FID and converts it to a density matrix
we need to shift back to the original frame., a5 simply because the density matrix itself is
this can be done by constructing a,,yailable, so since GAMMA freely gives us

3. We then leave the system to evolve und

Hamiltonian: the density matrix it makes little sense to
transform the density matrix to an FID for the
Hy = sz 3 (23) purposes of transforming it back to an FID. The

e second reason is that as we mentioned before
GAMMA does not have much built in capacity
5. We evolve the system again for time t undefor analyzing FIDs, so it would have required
Hsnir, though this time is not real simulation Significant extra work to add that on to support
time, it is just some mathematical an admittedly dubious process. We did add the
bookkeeping to put us back in the originalability to take the partial trace of a density

rotating frame. matrix against some parts of the space to make
6. The pulsing is now complete and we returrit €asier to examine the states of subspaces of
to using our original k. the system.

This method performs a hard rectangular pulsé. The GUI

or, if the time is long enough a soft rectangular

pulse centered on the specified frequency. In The graphical front-end of QCNMR is almost
order to perform more complex pulses thigan afterthought. It has a simply point-click
method is used as an atomic operation. Ttiterface that allows the user to quickly
perform shaped pulse we apply a series dfonstruct quantum circuits and view the final
rectangular pulses with varying strengths. Th@utput of the system as a graphically expressed
shaped pulse is applied through thedensity matrix or as a diagram of pulses. At the
discretization of its time-strength function. Sotime of writing this paper, the first version of the
in order to allow pulses to fire simultaneously inGUI is finished, though a few minor bugs still
a general sort of way you have to keep track oemain. It makes it very easy to just put down a
all the changes that you have made and all tféw gates and experiment with some small
changes you need to make to the effectivgircuits. The output capabilities are limit to
Hamiltonian. The discrete time step method fofliagrams and graphs, because large amounts of
performing shaped pulses adds even moriextual data are confusing and often not useful.
complexity to the problem. However, when youln the short time we have had to experiment
get down to, it is not a technically difficult With it, it seems as though it will be useful
problem, it is just tedious. We will not go into €ducationally, even if a person knows little
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about the nuclear magnetic resonance effects same quantum state as initial state that Alice
is based on. It is an interesting thing to playrepared. Because we have not implemented

with if nothing else. classical channels with QCNMR, we have to use
an equivalent circuit with only quantum

Figure 5:Graphical User Interface Screenshot operations.

' =8 We implemented this circuit on a

heteronuclear three-qubit system. The spin
parameters where more or less arbitrary, the
chemical shift for each nuclei was 200Hz, and
the J-coupling strength between each pair was
set to 10Hz. Since we have a heteronuclear
system all pulses are hard pulses on a channel.
The nominal pulse length was one microsecond.
The pulse sequence for the sections two and
three of the teleportation circuit are shown
below in Figure 7. As you can see the total
execution time for the circuit is on the order of
0.3 seconds. Notice the four symmetric open
regions in the pulse diagram. These are the
regions where the J-coupling interaction was
being allowed to evolve. Since the J-coupling

term is an order of magnitude smaller than the

One interesting quantum algorithm that Wechemical shift, the time required to perform the
had a chance to implement using QCNMR, Wa§_coypling over some angle increases by an

the canonical quantum teleportation circuit. They.qer of magnitude. ~ Similarly, the tightly
circuit is shown below in Figure 6. All three n,cked regions of the diagram correspond to the
qubits start out in the state [0>. Operations mayingle-qubit evolution that occur as part of the
be performed on the Qstate to produce & cNOT gates and the initial Hadamard gate. The

different input to the system (step one on the,,merical results themselves are not too
diagram). Next qubit two and three ar€interesting.

initializeq into a.n entangled Bell state (step two The original density matrix after
on the diagram): preparation of the qubit one traced down to

IV. Results - Quantum Teleportation

|B >:i00>| 0> +|1>|1>) (24) qubit one is almost identical to the final density
* 2 matrix traced down to qubit three.
In the original formulation of the problem the The interesting thing is that when we

qubit two was given to Alice and qubit threeinteresting the length of the hard pulses, the
was given to Bob after the qubits have beefidelity of the final teleported state to the imiti
entangled. Alice starts by initializing qubit oneprepared  state  decreases  dramatically.
into some state. Then Alice can make somélowever, this is to be expected, one of the
local measurements on qubit one and qubit tweequirements of the refocusing processes was
and send the results classical to Bob, who matjat the pulse lengths must be kept short
be some distance away. Bob can then use tlifleeun99]. The time that the pulses are being
classical information that Alice sent him toapplied is larger relative to the total duration of
decide whether or not to apply certainthe refocusing, likely due to the fact that not all
operations to his qubit three. The end result igubits are being pulsed for the same amount of
that the final state of Bob’s qubit three is thetime during the refocusing sequence; we believe
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Figure 6 (top)Quantum Teleportation Circuit functions using the gates we had available.

Figure 7 (bottom)Quantum Teleportation Pulse

Sequence However, during the early stages of

development of QCNMR, we did test out the
that this causes the effectiveness of the Jnitaries provided for the three-qubit Deutsch-

coupling refocusing between qubits to breagl0zs@ algorithm  [KimOQ]. These unitary

down. The Zeeman refocusing should pdunctions where not constructed using the
unaffected.  This suggests that smaller jstandard gate set, they we constructed using

coupling strengths would improve this problem,NMR rotations and interactions. It is _in the
however, that would increase the totaff€@m of QCNMR to perform such operations as

refocusing time required. In the end it is av& described in previous sections; that

balancing effort between pulse length andunctionality is privately internal to the kernel
refocusing time. and for design choices was not exposed to the

We did not have a chance to examine a¥S€"- [t would be simple to allow the
many quantum circuits as we would like to€onstruction gates that allowed for arbitrary X,

have. The main stumbling block other thanY @nd Z rotations, but they were hidden in order

time, was that most of the interesting circuitd® Make the user's interface cleaner. In future
involve construction of some set of&Jthat act 'terations of the QCNMR, this functionality will

as oracles in the Deutsch-Jozsa problem or tti€ly be exposed.

Grover Search problem [Erma03]. It was not ~ Finally, a note about simulated and
obvious to us how to construct these unitary ~ €XPerimental accuracy; QCNMR is not intended
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to exactly simulate a nuclear magneticquantum computing at a basic level. Our
resonance computer in complete detail. Theralgorithms  for  constructing  refocusing
are a number of practical assumptions that hasequences and for performing simultaneous
to be made in order to make this projecpulses were also discussed. We examined the
tractable. The most important assumption istructure and interface to the open-source NMR
that we consider the NMR system as a statisticaimulation library that we used as a backend for
ensemble as opposed to a physical n-bod@CNMR’s nuclear magnetic resonance
system, which is, itself, is a horribly intractablesimulation as well as its technical short-comings
problem. Along with that assumption was theand limitations. The basic structure and classes
assumption that the Hamiltonian for our systenin our implementation were briefly described in
was time-independent, meaning the bulkheir form and function. We have concluded
relaxation effects were not being consideredwith a short example circuit that we
though they could be included to zero-th ordermmplemented on QCNMR. For the most part
as a constraint on total computation timethis project constructed what it set out to do; to
Another assumption that we considered was thamplement an emulator that takes a “classical”
the only qubits in the system were nuclei thagjuantum circuit and performs it by using NMR
we involved in the computation, this is notpulses. Finally we commented on a number of
strictly necessary, the user can add whateverssumptions that were made in the formulation
extra qubits they wish to add, the only cost iand implementation of QCNMR. The next
that refocusing is performed uniquely on eachmajor step from QCNMR is to construct a time-
one of them. The final, and perhaps somewhatorrectness optimization solver for applying
understated assumption, is that we assumed thatlses.
refocusing was necessary for atomic operation,
strictly speaking, refocusing is probably notB. Related Work
always necessary, in fact, it is probably wasteful
sometimes. The problem is that it is difficult to  There are relatively few examples of similar
quantify the effectiveness of using refocusing aattempts to implement a nuclear magnetic
some point in the evolution of the circuit. Whileresonance quantum computer simulator. One
always refocusing is good from a correctnessuch example is the Quantum Computer
point of view, it can often be dubious from anEmulator (QCE) by a group at the University of
efficiency perspective. Again, it is a case wher&roningen, Demark [Mich03]. Their approach
balance and optimization of parameters comes at a much lower level, by allowing the user to
into play. We decide to err on the side ofchoose all the pulses and the parameters of the
correctness as opposed to the side of efficiencpulses. They make this slightly more tractable
for it will likely be easy to approach an optimalto a novice by constructing instruction sets of
solution from a solution that is already correct. basic useful pulses with pre-set parameters.
Their implementation, however, seems to focus

V. Conclusion on being an ideal quantum computer simulator
as opposed to a NMR based simulator. They to
A. Summary not seem to provide the automatic construction

of the necessary refocusing pulse for the user; it

We presented our construction of a nucleais up to the user to implement them however

magnetic  resonance quantum computethey choose. This method is allows the user

simulator, QCNMR. We discussed themore control over how their abstract quantum
necessary background for a layman to get aircuit is implemented in NMR hardware,

good physical understanding of NMR andthough at the cost of considerably more time to
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implement with the QCE system. QCNMR have zero or very small J-coupling interaction
provides a quick way for user to test andstrength was not even discussed. There are a
examine the basic properties of circuits that wilhumber of simple optimizations that come to
be on simulated NMR system at the loss of usesur minds as this paper was being written;

control of the pulse sequencing. mostly optimizations in the maximum time
duration of a refocusing sequences and the
C. Future Work organization of pulses within each refocusing

pulse interval.

We would like to have spent more time
testing some example circuits to examine th®. Acknowledgements
effectiveness of QCNMR, but backlogs in the
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