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Introduction 
 Neural networks are computing systems that 
learn by example over several time steps known as 
epochs. Their applications vary depending on the 
network’s architecture, which is determined by the 
patterns of connections between neurons. Image 
captioning is one such application that combines 
object classification and sentence generation. The 
encoder-decoder architecture is best suited for 
image captioning, as it is capable of taking input 
and generating output.

Figure 2. A simplified diagram of the encoder-decoder 
architecture using a CNN and RNN/LSTM.

Figure 3. Sample image and corresponding information 
from Flickr30k. Includes crowd-sourced captions.

Training and Dataset 
 The neural network was trained on the 
Flickr30k dataset [2] (Figure 3), which contains 
raw images and crowd-sourced captions and was 
split into training, validation, and testing portions. 
Training images were fed into and followed the 
encoder-decoder’s layout. The network compared 
the outputted caption to the “real” crowd-sourced 
captions from the dataset and adjusted its weights 
accordingly.  This helped the network’s gates make 
better (weighted) decisions on what to forget and 
remember. Checkpoints were kept to monitor 
training at various epochs. Validation images were 
fed through to tweak the network’s adjustments.
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Neural Network Types 
 Convolutional neural networks (CNNs) can 
extract high-level features of images, making them 
useful for object classification. Recurrent neural 
networks (RNNs) can operate over a sequence of 
inputs (e.g. sentences), but have a tendency to 
“forget” information from several epochs ago. Long 
short-term memory neural networks (LSTMs) 
resolve that pitfall by incorporating additional gates 
that simulate memory (Figure 1). Gates are tanh or 
sigmoid functions that determine how much data 
from an input should be forgotten.
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Evaluation 
 Testing images from Flickr30k were fed into 
the neural network to evaluate the network’s 
training. Test images were new to the network, so 
captions generated for those images were based 
on the trained weights the network maintained. 
Generated captions were compared to the “real” 
captions provided by Flickr30k to evaluate their 
accuracy and had their syntax scored by BLEU to 
assess the propriety of natural language in the 
caption. Accuracy and BLEU score helped calculate 
“confidence” (logprob) in the generated caption, 
where a confidence close to 0 is ideal. By the final 
epoch, the magnitude of confidence was lower 
than expected with signs of word bias, but showed 
improvement over time (Figure 4).

Figure 4. Generated captions for a test image. Logprob 
improved from first epoch (left) to last epoch (right).

Architecture 
 The Karpathy/Fei-Fei model [1] combines a CNN 
with either a RNN or LSTM to construct an encoder-
decoder architecture (Figure 2). The CNN encoder 
takes an input image and outputs a vectorization of 
that image. The vectorization is fed into the RNN/
LSTM decoder, which outputs a caption based on 
the embedding. Due to the known pitfalls present in 
RNNs, the LSTM was selected for decoding.

Figure 1. RNN (top) versus LSTM (bottom) architecture. 
LSTMs use additional gates to simulate memory, so they 
take more time run than RNNs


