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Abstract

Eye Tracking is widely applied in studying how people interact with the interface of software. Re-

searchers use eye trackers to find confusion during users’ interactions with the interface. They search for

flaws in the user interface design and make users less confused in the development stage. This project

explores the possibility of using machine learning methods to find the patterns of confusion in eye move-

ments and mouse activity using real time interaction data. An experiment is designed to collect eye track-

ing data from participants. The positions of gaze, fixation, and cursor are used to generate feature data.

Two versions of feature data are generated: the Euclidean distances of gaze, fixation, and cursor position

and the standard deviation of gaze, fixation, and cursor position in a five-second windows. Then the

models built from two feature sets are compared. 60% of two feature sets are training sets, and the rest

of 40% are validation sets. Models produce insignificant result on both test sets. A K-Nearest Neighbor

model classifies the first feature set with the highest classification rate of 60% on both class instances with

kappa statistics of 0.14. The KStar model best classifies the second feature set with 53.5117% of classifica-

tion accuracy on both class instances with kappa statistics of 0.09. Individual categories of feature data are

evaluated to find the correlations with confusion using logistic regression. The cursor feature data in both

feature sets are found to be strongly correlated with confusion.
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1 Introduction

Confusion is one of the frustrating parts of user experience when performing some tasks in complex

software systems. Researches were focusing on designing user interface making users less confused in

the development stage. However, even well designed user interface can still make users confused. Some

research projects have attempted to reduce confusion on the fly during the interaction between the user

and the software system. Bosch et al. [1] proposed a method to resolve confusion in an Intelligent Tutoring

System. Based on the work of Bosch et al. [1], Lallé et al. [20] has conducted a study to show how to predict

confusion when the user is interacting with a visualization-based interface, which is a proof of concept

for automating confusion detection. They have produced promising result using pupil size as the most

significant feature to predict confusion. In this project, a similar approach is used to prove the viability of

automating confusion detection.

Confusion can happen in many different kinds of scenarios. When performing a task using some soft-

ware, the user needs to plan a set of concrete steps to interact with the user interface. Users may get

confused if they do not know the correct steps to complete the task, or see different outcome of the actions

from their expectations. In this project, one type of user confusion is investigated: users cannot locate the

functional component of the user interface corresponding to their plan. When the user cannot find a cor-

responding option in the interface, one of the most direct reaction is to perform visual search on the likely

areas of the target in the interface. In this case, it is worth investigating users’ gaze patterns since these pat-

terns may predict confusion. There are many types of gaze patterns. For example, users may display a gaze

pattern called back-tracing. When users search for items in the interface, they gaze from top to bottom and

then gaze back up to search for missed items[2]. Users may also stare at a particular area of the interface,

which is a pattern called fixation[15]. Such pattern may generate variations in the concentration of gaze

points, which is represented as the standard deviation of gaze, fixation, and cursor position. The standard

deviation of gaze and fixation may also suggest a change in users’ interest[15]. In addition, mouse activities

can also suggest confusion[22]. In this project, these two differences are used to build models for confusion

in order to investigate the possibility of using these two patterns as confusion predicting features.

In this project, I hope to answer the question: Can eye movement reveal confusion? If so, what eye

movement features are the best indicator of confusion? The hypothesis of this project is that these two

patterns are possible confusion predictors: the concentration of gaze and fixation points on areas of the

interface and the relative positions between the cursor and gaze points. In this project, The data analysis

methods similar to the one used Lallé et al. [20]s work were applied to prove the hypothesis. Lallé et al.

[20] applied the random forest algorithm to build a confusion prediction model. Their result showed that
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combining a set of metrics could accurately predict confusion. This project used the following algorithms

to build confusion prediction models: KStar and IBK. The performance of these models are cross compared.

Logistic Regression is used to test the statistical significance of both hypotheses.

An experiment is designed to collect data to build confusion prediction models. The basic approach is

to let subjects complete eight common tasks in Excel and use a GazePoint GP3 eye tracker to record their

eye movements. Subjects were asked to verbally report confusion when getting confused. The 5 provides

more details about the process.

The body is organized as follows: Section 2 gives an overview of eye tracking technology and its appli-

cation. Section 3 discusses the related projects that provides inspiration, methodology, and theoretical and

practical foundations. Section 4 proposes a method to answer the research question. Section 5 discusses

details on the experiment design and process. Section 6 describes the procedure of formatting raw exper-

iment data and generating feature data. Section 7 presents a summary and an analysis on the experiment

data, feature data, and classification result. An overall summary of the result is in the section 8. Section 9

discusses limitations in the experiment data and data processing, and this section also presents an reflection

on the mistakes made in this project. Section 9 will also talk about works needed to be done to improve

the result of this project. Section A provides raw data, eye tracker information, etc. that are related to this

project. The A section will also include some algorithms used in this project.

2 Introduction to Eye Tracking

2.1 What is eye tracking?

Figure 1: corneal reflection from emitted infrared light[7]

In the book Encyclopedia of Human Computer Interaction by Ghaoui [7], Poole and Ball [23] describe eye

tracking as the following: eye tracking is a research technique for the researcher to understand where and

when one is seeing and how one shift the gaze from one place to another. Eye tracking can help HCI
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(Human-Computer Interaction) researchers to understand the factors affecting the usability of user inter-

faces and to study visual and display-based information processing. In this way, eye movement recordings

help objectively evaluating and informing the design of user interfaces. People can also use eye tracking

as an indirect mean of interacting with computers without keyboards or mouse, which can be especially

beneficial for the disabled.

2.2 Introduction to Eye Trackers

Figure 2: A typical 9-point calibration grid

Most commercial grade eye trackers on the market measure point-of-regard through the corneal-reflection/pupil-

center method[9]. These kinds of trackers are usually installed under the screen of a standard computer.

The trackers use some image processors (typically a software) to locate eyes and find the features used for

eye tracking. The eye tracker emits an infrared light source embedded in the device to illuminate the tar-

get eyes and uses a camera to track the location of eyes consistently. Infrared light is used because it does

not dazzle the user. A large proportion of the emitted infrared light is reflected back from users’ retinas

so that the pupil appear as a bright, well-defined disc (known as the corneal reflection as shown in 2.1).

Once the center of the pupil and the location of the corneal reflection is being consistently tracked, then

the image processor measures vector between them and uses trigonometry to calculate the point-of-regard.

Eye movements can be disassociated from head movements even though solely using corneal reflection is

enough to approximate the point-of-regard[5][18]. Video-based eye trackers need to be calibrated to adapt

different biometrics of each persons eye movements. In the calibration process, a dot displays on the screen,

and the system records the pupil-center/corneal-reflection relationship corresponding to a specific x,y co-

ordinate on the screen if users’ eyes fixate on that dot long enough to pass the timing threshold. Users

repeatedly calibrate the eye tracker over a 5 points, 9 points, or 13 points grid (shown in figure 2.2) until

desired accuracy is reached[8].
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2.3 Why is eye tracking interesting to HCI researchers?

Why people are so interested in using eye tracking to conduct usability research? Just and Carpenter

[19] suggested that what a person is looking at implied his or her cognitive processes. Poole and Ball

[23] pointed out that eye movement recordings can dynamically trace a persons attention being directed

in relation to a visual display through Just and Carpenter [19]’s hypothesis. In practice, when the HCI

researcher needs to infer useful information from eye-movement recordings, they need to define areas of

interest over certain parts of a display or interface, and then they analyze the eye movements that fall

within such areas[23]. After that, the result from eye tracking data can help evaluating the meaningfulness,

visibility, and placement of specific interface elements objectively, and then the findings can be used to

improve the design of the interface[10]. For example, if some participants are asked to search for a button,

a longer-than-expected gaze on the button before eventual selection would indicate that that button lacks

meaningfulness and probably needs to be redesigned[23].
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2.4 Commonly Used Eye Tracking Metrics

Figure 3: Fixation-derived metrics and their interpretation in the usability studies[23]

In Eye Tracking: A comprehensive guide to methods and measures by Holmqvist et al. [15], fixation is the state

when the eye stays still over a period of time, e.g. stopping at a word during reading. It lasts anywhere

from some tens of milliseconds up to several seconds. Fixation can have quite different interpretations in

various scenarios. According to Jacob and Karn [17] and Just and Carpenter [19], in a task like browsing

web pages, higher fixation frequency on a particular area can be suggests greater interest in the target (e.g.,

a photograph in a news report), or it can be indicate that the target is hard to be understood by the user.

However, in a search task, the interpretation of fixation is reversed: a higher number of single fixations, or

clusters of fixations, are the signals of the difficulties or uncertainty in interpreting a target item[17]. The

duration of a fixation also is linked to the processing time applied to the object being fixated[19]. It is widely

accepted that external representations associated with long fixations are not as meaningful to the user as

5



those associated with short fixations[8].

According to Hauland [13] and Mello-Thoms et al. [21], Gaze is the aggregated fixation durations within

a certain area. Gaze is used to compare attention distribution between targets. Gaze can be also used as a

measure of anticipation in situation awareness, if longer gazes fall on an area of interest before a possible

event occurring[23].

The explanations of other metrics are shown in figure 2.4, figure 2.4, and figure 2.4.

Figure 4: Saccade derived metrics and their interpretations[23]

Figure 5: Scanpath derived metrics and their interpretation[23]
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3 Related Work

HCI Researches are putting efforts to make more proactive and user-friendly user interface. Prendinger

et al. [24] made an Attentive User Interface that guess the intention of disabled users based on their gaze.

Hyrskykari [16] leveraged eye tracker to make a gaze aware intelligent dictionary that provides in-time

translation for users reading foreign text. All of these project infers the mental process of users from their

eye movements in order to make correct decisions to provide help. Similarly, my project has the similar goal:

inferring confusion from the eye movements and mouse usages so that software can decide to provide help

to users when predicting confusion.

Figure 6: features used in Lalle et al.’s paper

Lallé et al. [20] provides the evidence that predicting confusion in real time is possible. Thus, in my

project, I would like to add another piece of evidence to show that real-time confusion prediction is possi-

ble. Major parts of the experiment design and methodology are inspired by their work. In terms of selecting

test platform,Lallé et al. [20] developed a software called InfoVis as the test platform to collect eye tracking

data. They claimed that complex decisions can be modeled as preferential choices. In contrast, complex

decisions are more close to plan a set of operations on the user interface and map the operations to the

corresponding locations. In terms of collecting confusion events, they asked participants to self-report con-

fusion by clicking a button on the interface of InfoVis and confirmed their reports after the experiment.

Similarly, I decide to let participants self-report confusion verbally. Holmqvist et al. [15] suggested that ver-

bal communication may affect the result of eye tracking. Thus, a less intrusive method of confusion report is

considered, which is to let participants click left mouse key three times at the beginning of confusion event
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and click right mouse key three times to end the confusion report. However, due to the limitation of the

experiment control software coming along with the eye tracker, mouse clicks cannot be reliably recorded

and resulted in lost data. The same assumption of confusion report is used in my project: assuming partic-

ipants are not confused until they report to be confused. In terms of feature selection, they decided to use

a collection of features showed in 3. They found that pupil size was the most promising feature to predict

confusion. I also considered to include pupil size in the feature set, but given the unreliable accuracy of

eye tracking data and no proper calibration process is incorporated in the experiment, I have to only in-

clude gaze, fixation, and cursor position in the feature set. A similar data sampling method is used in my

project. They randomly chose some pivot points in time as the start of confusion just before the start of real

confusion event in their ”short confusion window” method. I borrowed this idea of sampling a confusion

interval into a five-second window to compress eye tracking data into one feature data point. We both used

full windowed data sampling in the second feature data set. They also evaluated different combinations of

feature set and concluded that a larger feature set can produce more accurate result than using a smaller

feature set. A small set of features are used in my project given the limited time to complete, but the first

feature set has a large data size for each feature.

Figure 7: common eye movements

The book Eye Tracking: A comprehensive guide to methods and measures by Holmqvist et al. [15] has pro-

vided guidance on the experiment designs in my project. In term of adjusting the lab environment, this

book suggests that the lab should have lighting source that emits no infrared light, e.g. fluorescent lighting

and neon lights. The lab room should have no window that allows direct sunlight. Thus, the experiment

room of the lab used in this project is not directly exposed to sunlight, and the experiment time is usually

after the sunset. The book also advices to have moderate lighting level because high lighting environment

will restrict the size changes in the subject’s pupil, and dark room will make pupil size too large. In this

project, brightness level in the lab is adjusted to moderate level. The book points out that sound can easily

affect participants’ visual behavior and suggests to use a sound proof room. In principle, any vibration can

affect the accuracy of eye tracking. In addition, the book suggests not to allow participants to operate on
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keyboard or mouse. However, given the purpose of the project, participants must use keyboard and mouse

to interact with the computer and verbally communicate with the experimenter to facilitate progress of the

experiment. Thus, I have to ignore these two suggestions of blocking sound and vibration.

Byrne et al. [2] studies how users interact with the drop-down menu and found that users primarily

look from top to bottom, and they may skip a few items. This type of interaction is very common in my

project since participants need to interact with drop down menus in Excel frequently. If subjects cannot

find their target, they will do a back-tracing search, which intensifies the concentration of gaze points in

that area. Thus, if back-tracing happens frequently, then the gaze points should be more concentrated in

the area of the menu where the participant looks for the target function.

Hyrskykari [16] proposed a reading assistant software that assists non-native speakers reading texts

in foreign languages through eye-tracking. The system measured how long the reader was looking for a

particular word, in another word, the duration of eye fixation, to determine whether the user needs the

definition of a particular word. In other words, the result of the study indicates the correlation between

fixation and uncertainty. In some cases, confusion may happen when participants are not sure of what to

do to complete the next step in the assigned task. Then the uncertainty level of participants may increase

and result in longer fixations. Thus, it is reasonable to include fixation as one of the features in my project.

Pentel [22] used interaction data from users to predict confusion. They designed a special computer

game and collected mouse click data from participants. They concluded that mouse clicks could be used

to predict confusion when users were playing their specially designed games. Thus, the mouse click is

considered as a feature to predict confusion in this project.

4 Approach

The goal of this project is to find geometric patterns that indicates confusion. In particular the spread of

gaze points, fixations, and cursor positions are evaluated.

This project contains two stages: experiment and data analysis. In the experiment stage, I choose Mi-

crosoft Excel as the test platform. In the experiment instructions, each tasks contains sequential steps that

correspond to particular menu options or buttons of the User Interface. The participants’ task is to follow

the instructions and find those menu options and buttons. Then they interact with those items on the User

Interface to complete the task. I took the lap time of each step for each task. If subject cannot find the items

of the instructed step after multiple attempts, then they need to self-report confusion verbally. Then I will

mark the time frame of the step that the participant is working on as confusion. I collect the eye-tracking

data, time frame data, and screen recording to prepare for data analysis. I will provide more details in the
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Section 5.

In the data analysis stage, I wrote a data processing program using Python to turn unformatted raw

data (including time intervals of each step and raw eye-tracking data) into processed training data. Then I

feed the training data to WEKA [11] to run machine learning algorithms. I will describe the details of data

format, the algorithms of data processors, the algorithm of feature generator, and the structure of training

data. The source code and data of this project is available on https://stevelan1995@bitbucket.

org/stevelan1995/senior_thesis.git..

5 The Eye Tracking Experiment

5.1 Experiment Design

I designed eight Excel tasks that simulates the scenario of analyzing the data from a social study. The

simulated social study investigates the population, marriage status, and church attendance of a small town.

I chose Microsoft Excel as the test platform because it has a complex user interface, and large user base.

Notice that the first 7 subjects performed the experiment on Office 2010 and other subjects did the experi-

ment on the newer version of Excel from Office 365 due to a system upgrade. A lot of users, especially less

experienced users, will get confused while using Excel. If the gaze patterns or other eye-related features are

found to indicate confusion, then the result is generalizable than the result found on the test platform used

in Lalle et al.’s project. They used a self-made Data Visualization software called ValueChart, which con-

tains an interactive UI for visualizing preferences. The software is specifically designed for their research

purposes. Even though the usability of the software was investigated in multiple related research, the user

base is negligible compared with Microsoft Excel. In addition, their test platform focused on the confusion

caused by not only the complexity of the User Interface but also the complexity of making preferential

choices.

The primary purpose of these eight tasks is to simulate the procedure of mapping planned interaction to

the location of the menu options or buttons and interact with them in correct order. The following scenario

is a confusion event: when users plan a sequence of actions to interact with the User Interface to actuate

some intentions, they cannot find the correct location of the corresponding menu options or buttons or

the sequence of interactions is not correct after making several failed attempts. Thus, the instruction of

each task has two parts: the goal of the task and the steps to complete the goal. For example, in the first

task, I asked participants to calculate the total frequency of all categories of data. In the context of the

simulated social study, the total frequency represents the total participants of the social study. This task
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simulates the case that the researcher wants to know how many participants participated the study so that

the researcher can calculate the percentage for each class of subjects later on. Thus, the intention of this

simulated researcher (the experiment subject) is to get the sum of the population in each data class. In

order to actuate this intention, the subject needs to form a plan to interact with the User Interface: find the

summation function in Excel, then select all data categories, and finally perform the calculation. Then the

subject must map this plan to the specific location of menu options corresponding to each step of the plan.

For example, one of the possible thought process that the subject may go through the following mental

process in order to complete task 1 is the following:

Step 1: Where to put the result of summation?

The subject reads the instruction, which tells the subject to look for the cell next to the cell named ”Total”

The corresponding reaction of the subject is to visually search for the cell named ”Total” and then move

the gaze right next that cell, which would find the correct position. The cursor will also follow the gaze and

locate on the target cell once the subject has located the cell.

Step 2: Where is the insert function button located?

Step 3: Where is the summation function located?

Step 4: Where does the data range start and end?

I divided tasks into two groups by difficulties: easy and hard. The difficulty level is manifested by

the number of steps required to complete the goal and the concreteness of instructed step. In order to

let subjects fully exhibit the potential patterns in visual search, I deliberately avoided giving instructions

on completing the task through keyboard short cuts. All tasks have some likelihood to make participants

confused.

Before letting the participants do the actual tasks, I also give them a similar spreadsheet containing

completed data and charts so that they can get familiar with the User Interface of Microsoft Excel, regardless

of their familiarity and skill level. Another purpose of giving them this exercise material is to let them

practice the confusion reporting protocol.

The very first version of the experiment, participated by 2 subjects, designs did not require the partici-

pants to verbally report confusion. Instead, I asked them to use the left key and right key of mice to report

confusion, since the experiment control software of the eye-tracker can record mouse clicks. This protocol

prevents eye movements of participants from being influenced by talking. However, the experiment con-

trol software is not always stable. It crashed several times while I was doing the experiment and lose all the

recorded data. Even when the software work properly, it may not record mouse clicks. Thus, I have to let

subjects verbally report confusion since this is a more reliable way.
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5.2 Experiment Setup

Figure 8: Stopwatch used in this project

The lab environment is consists of two parts: the control area and the experiment room. The experiment

room is on the left side of the control area. Both the control area and the experiment room have a screen

that connects to a computer, which is upgraded in the experiment done to the last three subjects. Two sets

of mice and keyboards are used, which one is for the experimenter, and the other is for the subject. The

experiment room has a light switch to control the brightness in the room. In order to minimize the effect of

lighting on the eye-tracker, I set the brightness of the room to the lowest level. I used a GazePoint GP3 eye

tracker to collect eye data from participants. The eye tracker uses IR reflection from participants pupils to

locate eye movements. The sampling rate of this eye-tracker is 60 Hz. It has 0.5 1 degree of visual angle

accuracy.

The experiment control software comes along with the eye tracker. The software has a data collector and

a monitor program. The data collector manages experiment data and the status of the eye-tracking device.

I use this data collector to initialize recording and export data. The monitor program displays the real-time

recordings captured by the eye tracker. The monitor program also performs calibration on subjects’ head

distance and the accuracy of eye-tracking.
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Figure 9: Lab Environment, Experimenter sits outside

Figure 10: Lab Environment, subject sits outside

Since the experimenter and the subject share the same computer, both of them need to control the com-

puter asynchronously. I installed two sets of mice and keyboard for such purpose. I prepare the experiment

materials and control the experiment controlling program. After I start recording, I hand over the control

to subjects so they can do the tasks without interference.

The version of Excel used on first 7 subjects was 2010. Due to a system upgrade, the version has been

updated to the latest version (Office 365). Some changes in the User Interface happened after the upgrade.

I made the experiment instruction according to the older version so the software upgrade brought some

minor discordance to the instructions. Some subjects got confused because the steps did not completely

match the UI components in the newer version.

The lab computer has an Intel i7 2400 CPU and 4 GB of memory before the upgrade. The RAM capacity

increased to 8 GB after the upgrade. An upgrade was performed because the experiment control software
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Figure 11: Eye tracker and calibration screen

requires huge amount of resources to operate properly. The software is very likely to crash and lose data

when the memory runs out.

I used a web-based lap timer to record step intervals.

More details about the experiment setup is available in the Appendix.

5.3 Pre-Experiment Procedure

Figure 12: Warm up exercise given to participants

I hand out the background questionnaire, the consent form, and the pre-experiment instruction (see

A) when a participant comes to the lab. The consent form introduces the basic content of the experiment

and asks whether the participant agrees to be the experiment subject. I tell subjects that they are video-

taped. The background questionnaire asks for the background of the participant, their age, their Excel

skill level, their computer skill level, and their visual ability (whether they have visual impairment, e.g.

nearsightedness). The pre-experiment instruction provides details of doing calibration and completing the

pre-experiment exercise. The full content of the consent form, background questionnaire, and the pre-

experiment instructions are available in the Appendix.

The first stage of calibration process adjust the head distance and pose from the screen and the eye
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tracker. I require each participant to calibrate their biometrics for the eye-tracker. The subject sits on a chair

and adjust the height of the chair to find a comfortable position. I ask participants to find the position they

are comfortable with so that they do not constantly move and adjust their body position during the exper-

iment. Some participants may get too relaxed and reduce their body height, which will break the tracking

of the eye tracker. To prevent that from happening, I adjust the angle of the eye tracker so that participants’

eyes are positioned at the bottom half of the screen in the monitor program. Then I ask participants to

adjust their head distance from the eye tracker. A dot on the monitor program will move left if the partici-

pant is too close to the screen. The dot will move to the right if the participant is too far away. Whenever

they change their head distance of height of the chair, I adjust the angle of the eye tracker to make sure the

camera is directly facing the participants. When the dot is positioned roughly in the middle, then the head

distance and the angle of the eye tracker is correctly calibrated.

The second stage of calibration evaluates the accuracy of eye tracing by matching the device-inferred

gaze with points on the screen. The participant performs a nine-point calibration. At the beginning of the

experiment, a shrinking white circle with a red center appears on the top left of the screen. The participant

need to fixate the sight on that point until it disappears. Then the point will reappear on the top center.

Then the point will keep moving to the right until it reaches the down right corner of the screen. To see a

complete procedure of eye tracking calibration, the appendix has screen shots showing the positions of the

nine dots. After the calibration, I evaluate the accuracy of gaze tracing. In the evaluation mode, the monitor

program displays nine circles of equal sizes with nine crosses as the centers of these circles. Ideally, the eye

tracker will exactly show where the participant is looking. When the participant looks at another location

on the screen, the gaze path will be displayed smoothly. If stable tracking cannot be established, gaze points

will appear randomly. I point the mouse cursor to the center of the top left circle. The participant looks at

where I point to. Then I move the mouse cursor from left to right, top to left until the participant has seen all

the centers of the circle. If the gaze point almost matches the centers, then I will end the calibration session

and move on the exercise stage. If not, I will repeat the calibration until the accuracy becomes acceptable.

After the calibration process, I give each participant a sample spreadsheet to get familiar with the User

Interface of Excel. Each participant has three minutes to practice. While the participant is trying out func-

tions of Excel, I explain the confusion report process and functions involved in the real experiment. I

verbally give instructions on how they should interact with the User Interface. To let them practice data

calculation, I ask them to click on the cells where data are calculated using various functions. Then they will

see the formula that produce the result of calculation. To let participants get familiar with chart building,

I let them enable the data selection options in the chart, and they can see the cells included in the chart.

For cell formatting and data formatting, I use mouse cursor to point out the locations of the buttons related
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to these two tasks. After this step, I let them practice the confusion report protocol. While practicing the

confusion report protocol, I tell them that minimal hint will be given if they are confused. When they get

confused, I only say ’yes’ or ’no’ to suggest whether they are heading towards the right direction.

5.4 Formal Experiment

Figure 13: Experiment Task given to participants

Figure 14: Finished Experiment Task

After the warm up, the participant starts to do experiment tasks along with the instruction document. I

divided eight tasks to two groups according to their difficulty levels. I assign the tasks in sequential order

to participants. Before each task, they have sufficient time to read the task description and understand what

to do. I wait until they report to be prepared. I explain the content of the task if they have any question.

When the participant gets ready, I start timing their steps of each task and initialize eye tracking and screen

recording simultaneously. Then I immediately hand over the control to the participant. When the partici-

pant starts to do the task, I keep watching the screen recordings. I always make sure that participants do

not to leave the scope of the eye tracker. If they do, I remind them to adjust their head position and body

height to move back into the scope of the eye tracker. The first time interval is immediately recorded by

clicking the lap button on the timer when the participant clicks a button or menu tab. I wait until the first

16



step of that task is completed. Then I immediately insert a very short time interval as the separator between

the recorded time interval and the next time interval (time elapse is approximately 0.3 second). After that I

repeat the process to record the next time interval until the participant complete the task. If the participant

reports confusion, I will write down the start time of the confusion event, and write down the end time of

confusion event when the participant reports to be not confused. When the participants get confused, they

tend to ask questions about how to proceed correctly. I only give minimum amount of hint to avoid the

effect on eye movement[15]. If participants get confused and ask me how to proceed, I only give minimal

hints if they ask questions during confusion interval. If they are heading to the right direction, I say ”yes”.

If they are not doing the task the right way, I say ”no”. Participants can keep trying until either finishing

the task correctly or giving up. After finishing all the tasks, participants get debriefed and receive $8 of cash

rewards.

6 Data Processing

I need to process two kinds of raw data before making the training set: eye tracking data from the eye

tracker and raw time frame data from a timer. The eye tracking data contains many metrics related to eye

movements and biometrics of the subjects’ eyes. Since I am only interested in gaze, fixation, cursor position

and time, I extracted these columns from the CSV files containing the data of each participant. The raw

time interval data consists of the index of lap time, the length of lap time, and the end of lap time. When I

copy the time intervals from the timer, all data go into one column, and I need to label these intervals with

their confusion class label (True or False). I need to format these time intervals into four separate columns:

elapse, start time, end time, and confusion. After formatting all the data, I label them with set number and

task number. The set number represent the subjects, and task number represent the order of the tasks.

The first training set is directly generated from source data by taking needed features: fixation (FPOGX,

FPOGY), gaze (BPOGX, BPOGY), and cursor positions (CX, CY). Then I use the top left corner of the screen

as reference point to calculate the Euclidean distance of each x and y coordinate data using euclidian =
p
x

2 + y

2. Then I use reference data to manually label the feature data as confusion or non-confusion.

To generate the second feature set, I wrote two Python scripts to format the time data and eye tracking

data. The script reference data formatter will format the raw time data and combine all the formatted data

to one file. The combined data set is called reference data because it is one of the input used by the training

data generator to generate training data. The purpose of reference data is telling the training data generator

the start and end time of extracting preprocessed eye tracking data and label the generated data with the

value of confusion label. The script source data extractor selects the columns I need and combine data from
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all subjects. If some data sets contain missing data, the source data extractor will use linear interpolation

method to fill those empty data.

The training set generator will take formatted reference data and source data to generate training set.

The script reads the start time and end time in the reference data. The time intervals in the reference data are

sliced by a 5-second time windows used in Lalle et al.’s work. Then the time intervals are used to extract

source data from the source data set. After that, functions in the feature generator are used to generate

feature data. I wanted to measure the spread of the gaze points, fixation points, and cursor positions. Thus,

I applied standard deviation to the data in the time window. Then I used the sum of square of the standard

deviation data of x and y coordinate data to combine the standard deviation of the three selected feature

categories. When this process is completed, the training data is ready to be used by WEKA [11].

7 Result And Analysis

Ten participants participated the study. Data from 8 subjects were used, and the rest were discarded

because non confusion data and time interval data were recorded. Among the 80 data sets (8 tasks from

10 participants), I selected 14 data sets that contain confusion to balance the non-confusion and confusion

classes.

The first feature set contains 218306 data points. The the second feature set generated from the training

data generator contains 744 training instances with 414 non-confusion class instances and 333 confusion

class instances for the second feature set. Notice that the difference in the data size is caused by compressing

the data in a 5-second window.

Figure 15: Task Completion Time Summary

14 data sets containing confusion are selected for evaluation. The task completion time is shown in

figure 7. The task completion time for each task is in A.4. Task 4 is the most confusing time for participants

since the difficulty level is designed to be high. Task 6 is the second most confusing task.

An analysis is done on the distribution of gaze points and fixations. Most of the gaze and fixation points

are distributed between 0 to 0.3. This represents that participants are mostly looking at the top left to middle
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Figure 16: Confusion reports of each task

Figure 17: Fixation X and Y coordinate distribution

left part of the screen. Since the experiment design is to let participants perform tasks on the left side of

the screen, then this observation matches the fact of experiment design. Data quality is quite low, since

according to the GazePoint API manual, the validate coordinate data of gaze should only appear between 0

to 1, but in figure 7 there are large amount of data points that lie beyond that range. A possible explanation

of this phenomenon is that experiment tasks involves using keyboard to enter data so participants may

look down to make sure hitting on the right key. Participants also tend to change their body distance from

time to time, and the eye tracker may lose the consistent tracking on their eyes. Another important fact is

that participants will blink their eyes in 2 seconds to 5 seconds. Blinking also makes eye tracker losing the

tracking.

After generating all the feature data, 60% of both feature set are used to train models and 40% of the

feature data are used for testing. Cohen’s Kappa[4] is used along with classification accuracy is used to

evaluate both models. Cohen’s kappa coefficient is a statistic which measures inter-rater agreement for

qualitative (categorical) items[4]. The kappa statistics of the model build on the first feature set is 0.14, and

the kappa statistics of the model build on the second feature set is 0.07. The model using the first feature

set is better than the second model in terms of classification accuracy and kappa statistics. However, the
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Figure 18: Gaze X and Y coordinate distribution

Figure 19: K Nearest Neighbor Algorithm classification result on the first feature set

kappa statistics must be larger than 0.5 to be significant. Thus, both models show no significance. Logistics

regression is used on both data set. The cursor feature in both feature sets are found to be very statistical

significant (p ¡ 0.0001) because only the cursor feature data rejects the null hypothesis of Chi Square.

8 Conclusion

No significant result has been found in the time span of this project. Eye tracking data were collected

and analyzed. A training data set is generated to train models to recognize confusion. The best performing

model is built by K* algorithm, which reached 54% of classification accuracy and kappa statistics of 0.09.

Since kappa statistics is too low to be meaningful, I conclude that the model has no sufficient accuracy
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Figure 20: KStar Algorithm classification result on the second feature set

Figure 21: Logistic Regression result on the cursor feature in Feature Set 1

to predict confusion. Given the limitations in this project, future work should focus on designing better

experimental procedures, recruiting more subjects, improving data processing, and make new training

features.

9 Limitation, Reflection and Future Work

There are several major limitations in this project. The first major limitation is having a unnecessarily

complicated experiment. I realized this issue when I found that only data that contain confusion are useful.

I could have design at most four tasks with confusing steps so that I can collect both confusion data and

non-confusion data while taking less time and having more balanced data set. I also think letting partic-

ipant verbally report confusion negatively affects the eye tracking data. The classification method is also

problematic. Since eye tracking data is produced in relation of time, I should use time series classification

method, or develop proper geometric features to summarize them. I only used standard deviation in this
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Figure 22: Logistic Regression result on the cursor feature in Feature Set 1

project, which is overly simplistic. The way of how I combine the data from x axis and y axis is arbitrary. I

should use the Euclidean distance from the average point of the time window to represent them.

Since no real meaningful result is found in this project, I need to work on additional features, update

the experiment method, and improve the data processing. Several aspects of this project can be improved.

The first aspect of improvement is to deepen the understanding of the relation between eye movement and

confusion by researching on more related literature. The second aspect is to improve the experiment design.

The experiment design in this project may be over complicated so I need simplify it properly so that I can

record more confusion events without too much interference. Since the eye tracking data contain a lot of

empty values, I need to improve the hardware and find a better way to handle missing values. In term of

developing new features, I need to focus on either summarizing the data using the geometric patterns of

gaze or using time series classification methods to classify eye tracking data. I also need to recruit more

subjects to increase the data size.
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Appendices

A Appendix

A.1 Raw Data and Feature Data

Figure 23: An example of data generated from eye tracker
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Figure 24: An example of data generated from eye tracker cont’d
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Figure 25: First version of feature set generated from source data
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Figure 26: The second version of feature set

A.2 Algorithms Used In This Project

Random forests or random decision forests [14] algorithm is an ensemble learning method for classifica-

tion, regression and other tasks, that operate by constructing a multitude of decision trees at training time

and outputting the class that is the mode of the classes (classification) or mean prediction (regression) of

the individual trees. Random decision forests correct over-fitting behavior for its random decision trees to

their training set [12].

K* algorithm uses entropy to define the distance metric by calculating the mean of the complexity of

transforming an instance into another. The algorithm takes into account the probability of instance trans-

formation in a random walk away manner. The K* algorithm classifies instances summing the probabilities
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from the new instance to all of the members of a category and to the rest of the categories in order to finally

select the class with the highest probability [3].

AdaBoost M1 algorithm belongs to a class of Boosting algorithm, which is a general and provably effec-

tive algorithm of producing a very accurate prediction rule through a combination of rough and moderately

inaccurate rules[25]. The algorithm takes as input a training set (x1, y1), ..., (xm, ym) where each xi belongs

to some domain or instance space X , and each label yi is in some label set yi [6].
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A.3 Handouts Given to Participants

Figure 27: Consent Form
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Figure 28: background survey
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Figure 29: Pre-Experiment Instruction
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Figure 30: Pre-Experiment Instruction cont’d
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Figure 31: Experiment Instruction
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Figure 32: Experiment Instruction cont’d
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Figure 33: Experiment Instruction cont’d
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Figure 34: debrief
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A.4 Experiment Task Durations

Figure 35: Confusion reported task and the durations
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Figure 36: Task Completion Time of Task 1
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Figure 37: Task Completion Time of Task 2
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Figure 38: Task Completion Time of Task 3
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Figure 39: Task Completion Time of Task 4
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Figure 40: Task Completion Time of Task 5
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Figure 41: Task Completion Time of Task 6
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Figure 42: Task Completion Time of Task 7
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Figure 43: Task Completion Time of Task 8
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