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Abstract

Localization is the process of translating the text and adapting the visual content of a software product

for a specific target region. Given the global nature of the economy, organizations can appeal to non-

English speaking consumers by offering localized versions of their software or web application. Currently,

the localization process calls for time-consuming and costly translations of text strings by language ser-

vice providers (LSP) with each additional locale incurring a new cost for LSP’s manual translations. The

high cost in terms of both time and money makes localizing software intimidating for organizations. This

project explores the automation of the translation aspect of the localization process by using machine trans-

lation (MT) services. A Python script was developed to scrape HTML data and translate strings to French

using Google Translate. The automatically generated translations were scored by human evaluators and

the automated metric, BLEU. Participants were surprised at the quality of the translations, which were

preserved meaning and were understandable despite some grammatical errors. This research suggests

that the translation aspect of localizing software can be at least partially automated then edited for quality

and fluency.
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1 Introduction

In the context of computer science, internationalization and localization are defined in the following manner

by the World Wide Web Consortium (W3C): Internationalization is the design and development of a prod-

uct, application or document content that enables easy localization for target audiences that vary in culture,

region, or language. Localization refers to the adaptation of a product, application or document content

to meet the language, cultural and other requirements of a specific target market (a locale). Stated more

simply, internationalization refers to the translation of text strings to the language of a locale and the mod-

ification of any visual or other non-text content to suit the target locale. Internationalization significantly

affects the ease of the product’s localization as software that has been internationalized means that devel-

opers have already identified the strings and other content in need of change when localizing for any target

region or audience. A prime example of fully internationalized web content is pictured in Figure 1, which is

a screenshot of Paypal’s localized web page options. Paypal offers their localized financial services to over

200 regions, which allows their products to be universally accessible for web users. However, paypal’s

internationalization and localization efforts do not represent the standard for web accessibilty. Retrofitting

a linguistically- and culturally-centered deliverable for a global market is obviously much more difficult

and time-consuming than designing a deliverable with the intent of presenting it globally. (Think back to

the Y2K effort and trying to ”undo” two-character year fields that were built on the assumption of ”19xx”).

So ideally, internationalization occurs as a fundamental step in the design and development process, rather

than as an afterthought that can often involve awkward and expensive re-engineering.

Currently, Internationalization in the content management industry deals with the prerequisites of creat-

ing content in many languages by identifying the content, which needs to be translated or changed based on

the target locale. These prerequisites include technologies and standards related to such things as character

encoding, language identification and font selection. Internationalization is a prerequisite of localization,

which is the specific adaptation of content to local markets and cultures. Localization typically involves

translation and this translation is often outsourced to human translators and other cultural experts for a

given market. Unfortunately, the current model for internationalization and localization often leads to

a convoluted workflow that inhibits developer efficiency. This convoluted workflow consists of sending

strings to human translators and waiting for their manual translations. Once the translated strings are re-

turned and the software can be localized, it also must be checked by editors for quality and fluency in the

target langauge. Manual translation is a time-consuming and expensive practice, which leads to exploring

the efficiency of machine translation services in place of manual translation. Machine translation is a sub-

field of computational linguistics that investigates the use of sofware to translate text or speech from one
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Figure 1: Paypal’s offering of localized web content

language to another. It is possible that the localization process can be partially automated by integrating

Machine Translation (MT) into the translation aspect of the process. This project will explore the integration

of automated MT techniques with industry-provided APIs. The goal is to increase automation and reduce

the amount of human effort necessary to localize software while still generating web pages that are suitably

localized for Francophone audiences.

2 Motivation

Automatic localization holds great importance because of the amount of resources that companies spend

on the translation process during Internationalization and Localization. Big software companies such as

Microsoft and Facebook may be able to effectively budget optimal adaptation of their products to various

locales as these companies have significant spending power. However, small software companies and star-
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tups that are operating on relatively tight budgets will have trouble with internationalizing their products.

This may introduce serious time delays and an increase in costs, which go far beyond just engineering. For

instance, big companies typically invest $2 million and 12 to 18 months of their engineering resources in in-

ternationalization and delivery of the first foreign language version of their content Wang et al. [11]. Then,

fully localizing a software product for one additional language can add up to $100K, whereas Microsoft

estimates its costs are $300K or more per product Wang et al. [11]. This can be a tall order for small software

companies, but also for big companies to target languages with low strategic value in terms of market share.

The fully automated and accurate translation of web applications would be hugely beneficial to developers

across the world. For instance Wang et al. [11] said the following, “Another area related to our approach is

machine translation. Machine translation has been used in translating web pages in some products. If the

technique of machine trannslation is advanced enough to accurately translate the generated web pages in

real time, the internationalization and localization of web applications may become unnecessary.

All of this information led me to formulate the following research hypothesis: Can I layer automated

MT techniques and integrations with industry-provided software packages to make a translation frame-

work using my own Python middleware that locates need-to-translate strings in HTML webpages and

localizes them for Francophone locales while still enabling high-quality web app internationalization and

localization?

3 Background and Related Work

The work discussed here focuses primarily on the progressions of Machine Translation systems, as well as

the significance of internationalization. With a particular focus on frameworks for improving the efficiency

of internationalization and the benefits of Machine Translation in regards to human interaction.

3.1 Machine Translation

Machine Translation of natural human languages began to emerge as a research field in the 1950’s as the

idea of high-speed high-quality translations of arbitrary texts piqued the interest of both the military and

intelligence communities [10]. The first public demonstration of an MT system occurred in 1954 with the

Georgetown-IBM experiment, which translated more than 60 Russian sentences to English. Despite the

relatively small scale of this demonstration, it was influential in sparking public interest in MT and stimu-

lating large-scale funding for MT research in the following decades [6]. Research and development of MT

systems continued through the mid-1960’s when a report published by the Automatic Language Process-
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Figure 2: Google’s NMT service.

ing Advisory Committee (ALPAC), which was formed by the United States government in 1964, bashed the

prospects of MT. The report, which was published in 1966, concluded that MT was slower, less accurate,

twice as expensive as human translation [6]. ALPAC’s report was profoundly influential on researchers in

the United States and brought MT development to halt for over a decade.

As computational power improved over time and became less expensive, interest in Machine Transla-

tion was revitalized in the early 1980’s among researchers in the United States. This decade saw the implen-

tation of statistical models in various areas of computational linguistics including automatic speech recog-

nition, lexicogrpahy and natural language processing [2]. Developers of MT systems emulated this trend

and began to rely upon statistical approaches to automated translation. IBM was a pioneer in the statistical

approach to Machine Translation and researchers at the Thomas J. Watson Research Center developed their

own system during the late 1980’s, which is detailed in Brown et al.’s 1990 paper: “A Statistical Approach to

Machine Translation.” The paper details an approach that translates French sentences to English by relying

on statistical models derived from the analysis of bilingual text corpora. IBM’s work rekindled interest in

the field of Machine Translation and formed the basis of the MT paradigm known as Statistical Machine

Translation. Statistical MT encompasses several models for translation including word-based translations,

syntax-based translation and phrase-based translation.

The 1990’s and 2000’s saw the widespread adoption of SMT across the field of Machine Translation.

As the availability of large text corpora, such as the Europarl corpus[9], and automated metrics for test-

ing MT systems increased, researchers were able to develop SMT systems without knowledge of the target

language for translation. This increase in research and development led to open-source and propietary sys-

tems became available to the public and large corporations began to make use of MT systems specifically in

the field of software localization [7]. One of the most notable online translation services, Google Translate,
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launched in 2006 using statistical machine translation, specifically phrase-based translation, to translate

input sequences. SMT served as the industry standard for MT systems until the development of Neural

Machine Translation (NMT) in 2016. Rather than deriving outputs from statistical models based on bilin-

gual corpora, NMT uses a deep learning approach based on neural networks [12]. At a high level, NMT

works in two stages. Firstly, the system takes the entire input sequence and models each word that needs

to be translated based on the context of the word (and its possible translations) within the full sentence.

Secondly, it translates the word model (not the word itself but the model the neural network has built of it),

within the context of the sentence, into the target language. NMT significantly improved the performance

of Google Translate as measured by a BLEU score [12].

BLEU is an automated metric for evaluating machine translation output. Presented by IBM researchers

in their 2002 paper, “BLEU: a method for automatic evaluation of machine translation,” the researchers

derived their motivation from the high-cost in terms of both time and money for evaluating machine trans-

lation systems with human evaluators. Given the expensive nature of human evaluation approaches, an

inexpensive automatic evaluation that is quick and language-independent would be extremely beneficial

to the developers of MT systems. To establish the automated metric the researchers pose the following

question: How does one measure translation performance? From the viewpoint of the authors, the closer a

machine translation is to a professional human translation, the better it is [8]. This notion of gauging trans-

lation performance in regards to reference translations is the main idea behind the proposed method, BLEU,

which stands for Bilingual Evaluation Understudy. This evaluation system requires two components: a nu-

merical “translation closeness” metric and a corpus of human reference translations. The aforementioned

closeness metric is based upon the word error rate metric used by researchers in the field of speech recog-

nition. While outlining the baseline metric for the BLEU method, the researchers note that there are several

“perfect” translations for a given source sentence. This variation in what constitutes a potential high-quality

translation comes from the subjectivity of a human translator in regards to their word choice and word or-

der. The researchers use a modified n-gram precision metric to capture two aspects of translation quality:

adequacy and fluency. Adequacy and fluency are metrics commonly used during human evaluation of

translations [1]. BLEU provides a fast method for evaluating the efficacy of MT models, while also corre-

lating with human judgments based on statistical analysis for translation into English from four different

languages: French, Spanish, Arabic and Chinese [8].
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3.2 Internationalization and Localization

In their, 2013 paper “Teaching Internationalization Internationally,” Heines and Kasem present input on

why internationalization should be taught. The paper provides a good foundation in regards to the impor-

tance of internationalization and the growing role software internationalization and localization will play

in our global economy [5]. These researchers advocate for and demonstrate the importance of internation-

alization. The research team especially emphasizes the point that a true understanding of internalization

must come through experiencing first-hand the drawbacks of programs that are not localized to a given

locale. American students collaborate via email and online chats with Polish students to receive feedback

on their code and its ease of understanding. In this research paper, the American professor had his stu-

dents develop web pages with internationalization in mind, while the Polish professor had his students

modify the web-pages developed by the American students to see how well the design and code of the

American students would help when Polish Text was substituted for English text. Given that the research

paper chronicles an approach to teaching internationalization to students in two different locales, there

were mixed results and feedback based on each students reaction to this unconventional learning process.

The major takeaway from this paper was that localization and the cultural changes that developers need

to address in order to localize their code is still a very difficult and manual process. Nevertheless soft-

ware internationalization and localization are crucial to societys growth as we move further into the digital

age[5].

Having established the overall importance of internationalization and the challenges it can pose to both

developers and users,I will move on the next related work. The 2012 research paper, The Multilingual Web,

by D. Filip et al. addresses the tension introduced by my topic through its exploration of the internet and

thus web applications as platforms that have users with many different native languages [3]. This research

paper is a high-level overview of the Web as a multilingual entity, to which people from across the globe

have access. In particular, the paper reports on the MutilingualWeb initiative, which is a collaboration

between the W3C Internationalization Activity and the European Commission. The MultilingualWeb ini-

tiative was formed as a thematic net- work project, which explores the standards and best practices for sup-

porting the creation, localization and use of multilingual web-based information. For me, the fact that this

paper reported on an EC initiative (French) and sought to address best practices in web internationaliza-

tion and the gaps, which have to be filled in internationalization, was very applicable to my own research.

The paper recognizes 6 differing viewpoints in regards to web standardization: Developers, Creators, Lo-

calizers, Machines, Users and- Policy Makers. Each of the aforementioned category play a significant role

during the life of a web application, whether it is the developer(s) creating the multilingual content or the
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policy makers dealing with licensing standards for language resources. My main takeaway from this paper

is that web internationalization and localization still poses a major problem for those engineers creating the

programs as their web applications must go through a series of steps before it is easily accessible to a broad

international market [3].

Considering the web and its users as a multilingual entity necessitates easy manners of communication

for collaboration on the development side, specifically in the case of teams of developers comprised of both

native and non-native English speakers. Two is Better Than One: Improving Multilingual Collaboration by

Providing Two Machine Translation Outputs, a 2015 paper by G. Gao et al., introduces the benefits that free

MT services (such as Google Translate) can have for cross-language work environments [4]. This Research

paper asks the question: Does providing two Machine Translation outputs during multilingual collabo-

ration improve conversational grounding and task management? Many organizations collaborate across

national and language boundaries or, at the very least, hire non-native english speakers. Language barri-

ers can make effective teamwork and collaboration difficult as it amplifies the cognitive load already being

placed on non-native speakers by their workload. Despite MT’s benefits, one of the major drawbacks of ma-

chine translation is the meaning of the original message being lost after being processed by MT algorithms

and the failure of users to detect these incorrect translations. This paper looked at a low-cost and relatively

straightforward solution to make up for the MTs potential drawbacks: provide two MT outputs. In order

to study the effectiveness of this solution, the researchers created three different communication conditions:

MT with a single translation output for each message, MT with two translation outputs for each message,

and English as a common language. In the first two conditions, both native English speaking participants

and native Mandarin speaking participants typed and received messages in their native languages. In the

third condition, participants typed and received messages in English. The results were too long-winded

to include in this annotation, but overall the results suggest that when people speak different native lan-

guages, showing two different MT outputs has many benefits and few costs.

This next paper is the most directly related to my research paper of any related work that has been dis-

cussed so far. Expanding on previous research, this paper outlines a framework for automatically locating

the strings that must be localized in a web application. Locating Need-to-Translate Constant Strings in Web

Applications, a 2012 paper by X. Wang et al., builds off their previous work TranStrL, which is an Eclipse

(Java IDE) plugin to automatically locate need to translate strings when internationalizing Java software

[11]. This research paper concentrates on the task of identifying constant strings in web applications that

need to be translated in order for the application to be effectively internationalized. There are two research

questions that this paper explicitly seeks to evaluate 1. How effective is their approach to locating need-to-

translate constant strings in web applications? and 2. How effective are their techniques for locating the
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different types of need-to-translate constant strings in web applications compared with a related approach

by the researchers which was designed to locate need-to-translate strings in Java software? The paper notes

that developers of web applications need to locate all the hard-coded language-specific elements and ex-

ternalize them to property files. Furthermore, when locating these language-specific elements, the most

time-consuming task is to locate need-to-translate constant strings due to their large number and scattered

distribution in the code. However, the arduous task of performing internationalization on web applications

is particularly important as once an application is online, users from all over the world can access them. The

task of translating and localizing the strings is still heavily reliant on human translation and editing by lan-

guage experts for specific locales. The results of the research demonstrate that the research teams approach

was effective for locating need-to-translate strings due to their programs ability to accurately distinguish

between visible and non-visible strings that may go to generated HTML texts. But the most exciting part

of the paper came in researchers discussing of related work, in which they mentioned Machine Translation

and how MT could be integrated into web and software internationalization to reduce the human workload

in internationalization.

4 Data

To test the translation middleware of this project, I have selected 3 web pages of varying structure and

content. The following web pages contain content specific to various domains including political content

and scientific conten in order to see how MT performs with various domain-specific language. The 3 web

pages were the following:

• The Union College CS Department homepage

• A Yahoo News article about President Trump’s Tweets

• An Article from The Download, a blog from MIT’s Technology Review

These web pages were chosen for experimentation due to their differing content and structures. The

HTML data ranges from text-heavy pages such as the Union CS department homepage to pages that contain

more visual features and components such as the Yahoo News article about President Trump’s tweets.

All of the HTML data being used from these three web pages is from one static webpage. Some pages

rarely change their content such as the Union CS Department home page, while pages such as Yahoo News

change constantly. The web pages are all approximately the same in terms of the length HTML data with

the range of the pages being betweenn 250 and 400 lines. Longer web pages were included in the test
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Figure 3: The three webpages.

data as I wanted the translated output to be a manageable length for participants to work through and

provide feedback. The important difference between the pages is their varying content and domain-specific

language. The Union CS home page surveys the field of Computer Science at Union College, while the

Yahoo News article contains political content. The technology blog from MIT’s the Download is concerned

with scientific content, however it is less domain-specific than the Union CS home page.

5 Methods and Design

The first step in the development of this framework is understanding two of the most crucial aspects in

internationalization and localization: the workflow of a developer and where translation fits into the pro-

cess of this workflow. Through my research I have gleaned the following as a prototypical workflow in the

localization process:

• 1 New product (web application) developed

• 2 Externalize need-to-translate strings

• 3 Send strings for translation

• 4 Translation Queue (comprised of need-to-translate strings sent)
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Figure 4: The Translation Pipline
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• 5 Initial Translation by LSP (Language Service Providers)

• 6 Translation Review

• 7 Translation Revision

• 8 Final human translation/editing of strings

The list above is representative of a convoluted workflow that costs developers time and money to roll

new products out to different locales. Translation plays a pivotal role in the localization of products and

one of my goals is to make the role translation plays as unobtrusive as possible on the developer side. This

project will focus on automating steps 2-8 in the translation process detailed above. To achieve this I will

have the Translation Queue of externalized strings be put through a free MT service, which in this case was

Google Translate . The externalization of strings is also an important aspect as this can be a time consum-

ing task without the help of a software such as that developed by X. Wang et al (TranStrL). For dealing

with the difficulties of localization, I have created a translation pipeline using open-source MT resource in

conjunction with the Python library, BeautifulSoup4. First HTML data is scraped using Urllib and BS4 and

converted into a BS4 object. The libraries used were based on a tutorial on Stanford University’s website

(http://web.stanford.edu/ zlotnick/TextAsData/WebScrapingwithBeautifulSoup.html). Once the HTML

data has been converted to a BeautifulSoup object, the strings are parsed from the HTML. The parsing of

strings proved particularly difficult as the HTML data varied from web page to web page. Once these need-

to-translate are extracted from the HTML, they are then converted to unicode so that they can be translated.

The strings must be converted to unicode as they are merely a stream of bytes after BeautifulSoup HTML

scraping. The pipeline then uses a python script to send the strings individually through Google Translate

or Bing Translate. After returning the translated string, the pipeline replaces the old untranslated string

with the newly translated one. Finally, using Python, a new HTML text file is written to act as the trans-

lated webpage. In order to evaluate the quality of the automated tranlations, I gathered feedback from

French-speakers at Union College and made reference translations for the web pages to generate BLEU

scores.

Participants in the experiment gave both quantitative and qualitative feedback on each of the three

translated web pages. From a quantitative standpoint, I gathered feedback based on two metrics: adequacy

and fluency. The adequacy metric is equivalent to asking: Does the output convey the same meaning as

the input sentence? On the other hand, the fluency metric seeks to answer the question: is the output

good, fluent french [1]? The french speakers were asked to rate the translations from 1-5 in regards to both

adequacy and fluency. On both scales, 1 is the worst possible rating and 5 is the best, however the two
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Figure 5: Tables for Adequacy and Fluency ratings

metrics represent different aspects of what constitutes a good translation. A breakdown of the two scales is

provided in Figure 3. From a qualitative standpoint, I gathered feedback based on editing marks made by

participants. The translations were shared electronically with the participants and they were able to suggest

edits wherever they saw fit to do so. More specifically, I was looking for common trends in the qualitative

feedback such as word choice errors, verb tense errors and word order errors.

In order to conduct my experiment, a Google drive was created, which included specific instructions

regarding the scoring metrics used, each of the three translated web pages and a Google Form for record-

ing feedback. Prior to evaluating the translations, participants were asked a series of questions in order to

gauge their background in French. The documents contained screenshots of the translated web pages along

and were broken down into sentence by sentence (or passage by passage) pieces. Each piece of parsed text

included the original english text for the translation for the participants to use as a reference. Additionally,

I worked with Professor Charles Batson and Union’s French language assistant, Amandine Belard, to create

actual reference translations for each of the web pages. These reference translations served as gold stan-

dards when evaluating the qualitative feedback from the automated translations and allowed BLEU scores

to be generated.
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Figure 6: Preliminary Question 1.

6 Results

The results of my feedback have been broken down into three categories: preliminary background ques-

tions, quantitative feedback and qualitative feedback.

6.1 Background of Participants

A total of 14 individuals participated in my experiment. Before evaluating the three web page translations,

participants were asked three questions regarding their background as French speakers. These questions

were asked in order to gauge the fluency of particpants. The questions were:

• Are you a native French speaker?

• Did you grow up around French speakers (e.g. immediate family, relatives etc.

• What is the highest level French course you have taken?

Of the 14 participants, the majority of them were non-native French speakers. On the other hand, the

majority of the participants had indeed grown up around French-speakers . The third and final preliminary
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Figure 7: Preliminary Question 2.

Figure 8: Preliminary Question 3.
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question was showed a variance among the participants’ educational background in French. Although

there were a couple outliers, the majority of participants were either advanced French-speakers (300 or

400 level) or were received their secondary at a French-speaking school. The feedback from these questions

affirms that fluent and capable French-speakers are evaluating the translations. All of this data is visualized

in Figures 6-8.

6.2 Quantitative Feedback

The quantitative feedback for this experiment was broken down into two metrics, adequacy and fluency,

which the participants scored on a 1-5 scale. In terms of adequacy, each of the three translated web pages

had an average of at least 4, which indicates that “most of the meaning” was preserved in the automated

translations. The Union College CS department home page scored the lowest in terms of adequacy with

an average of exactly 4. Several participants noted that the language of this web page was specifically

tailored to Computer Science, which resulted in word choice errors in the translation. Specific types of

translation errors will be discussed at length in the Qualitative Feedback section. The other two translations

averaged only slightly better scores in terms of adequacy with the article about Trump’s tweets avegaring

just above 4.2 and the technology blog averaging approximately 4.1. This relative consistency in terms

of adequacy scores across the three different translations demonstrates that automated translations can

provide understandable and meaningful translations to French. Overall, I noticed that several participants

were genuinely surprised with the ability of the machine translated outputs to convey much of the meaning

from the original text.

The other piece of quantitative feedback for these translations came in the form of fluency scores, which

like adequacy were scored on a scale from 1-5. As was previously mentioned, fluency addresses the gram-

matical correctness of translations in regard to the target language. All of the averaged fluency scores for

the translations fell between 3 and 4. A score of 3 indicates “fewer errors and better comprehesion” while

a score of 4 represents “good quality target language.” The Union CS department home page was also

the lowest in terms of average fluency rating at approximately 3.35. As will be discussed in the follow-

ing section regarding qualitative feedback, I believe the lower score derives from the text being laden with

technical terms and phrases specific to the field of Computer Science. The Trump news article and the MIT

technology blog were close in terms of their fluency scores with approximately 3.79 and 3.86, respectively.

As these web pages were not as domain-specific as the Union CS home page, the automated translations

were more fluent. Given the above average scores for both the quantitative metrics and the fact that the

scores came from both native and non-native French speakers, I believe that MT systems can be effective as
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Figure 9: Graphs of averaged adequacy scores for each translation.

preliminary tools for translation when localizing software. The human workload is drastically reduced by

only requiring editing from translators rather than starting the translation from scratch.

6.3 Qualitative Feedback

As has been stated, translations and their perceived quality by audiences is highly subjective. However,

the suggested edits made by participants for each of the translations showed a common trend among the

mistakes made by the MT system. These common mistakes included word choice errors, verb tense errors

and word placement errors. This qualitative feedback is important for addressing the specific areas where

an MT system does not generate satisfactory output to the target language.

The most common error that participants reported in their suggested edits to the translated texts were

word placement errors. Given that this experiment focused on the fidelity of English to French translations,

examples of these common errors will not be overly language-specific. An example of word placement error

that was noticed by several participants was in the article about Trump’s tweets. There was a sentence that

started, “Last year,” and this was translated to French as “La derniere annee.” However derniere, the french

adjective for last, has different meanings depending on whether it is before or after the noun it modifies.

When derniere comes before a noun as it did in this automatically translated output, it would mean the last
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Figure 10: Graphs of averaged fluency scores for each translation.

year as in the final year, which would imply an end of times. The adjective should be before the noun and

this text should be translated, “L’annee derniere,” which would mean last year as in the previous year. MT

systems struggle with language-specific word placement such as this example.

On the MIT technology blog, there was an example of a verb tense error, which several participants

picked up on. The webpage included a dropdown menu that was translated and one of the links in the

menu was entitled, “Rewriting Life.” This was translated by the MT system as “Recrire la vie,” which is an

infinitive verb form and is not proper french for representing the meaning of the phrase. The MT definition

would literally mean “to rewrite life.” Rather this idea is more fluently translated by using a participle verb

form. A correct translation of the phrase with the participle would be, “recrivant la vie” as the english input

sentence also uses a participle verb. I believe the brevity and lack of context made this particular example

difficult for the MT system.

On the Union CS web page, there is a line that ends with phrase, “support computing efforts,” which is

translated as “supporte les efforts de calcul.” This is an example of a word choice error as “efforts de calcul”

has no real meaning in French as a French-speaker would simply interpret it as “calculation efforts.” Instead

a better and more fluent translation would be “support les efforts informatiques,” which makes the phrase

specific to the domain of computer science and gives it real meaning in the target language of French. This
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error and the previous ones may appear minor, but they were noticeable by both native and non-native

French-speakers. Thus, they would be most likely be noticeable in a software product or web application

and must be addressed. From qualitative feedback such as this, the specific shortcomings of an MT system

can be identified.

6.4 Bleu Scores

To calculate BLEU scores, www.letsmt.eu’s free interative BLEU score calculator was used. The calculator

took in two .txt files, a reference translation and the automated translation. The BLEU scores were all low

when compared to the machine translated text in terms of their 4-gram BLEU score (sequences of 4 words).

None of the BLEU scores earned over 30 on a scale of 1-100 with 50 being the benchmark for a quality

translation that will reduce work for an editor. The Union CS page scored just over 19, the Trump article

score just under 24 and the MIT technology blog earned a score of approximately 27. These lackluster BLEU

scores is due to the small size of references used, as BLEU scores increase with the size of the test corpus

[8].

The results of this automated metric are not shocking as the reference translations differed substantially

from the translated texts in terms of word choice and way in which sentences and phrases were structured.

There is no one perfect translation for a given input sequence and due to only comparing a small reference

text with a short candidate text, the BLEU scores were not able to average out. Producing multiple reference

texts for each automatically translated text will be a major aspect of future work in regards to this research.

With a larger quantity of reference translations, I am confident that the BLEU scores would be higher.

7 Conclusion

The field of software localization encompasses the adaption of both textual and visual content to a specific

target region and language. As this experiment only focused upon automating the role of translation in

the localization process, it must be noted that only one aspect of web localization was explored. However,

translation accounts for the majority of the human workload in the context of localization and therefore

methods for expediting the translation process are important to the development of localization practices.

Although the automated translations were not on par with human translations based on feedback, many

participants noted that they were surprised by the quality of the French translations produced by Google

Translate. Additionally, all three translated web pages were rated as above average in terms of adequacy

and fluency. All fluency scores were at least 4 on a 1-5 scale, which indicates that the automatically gen-
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erated translations were able to preserve much of the meaning. Based on this feedback, I believe that MT

systems could play a role in the localization process by significantly reducing the work for translators and

editors. The MT output could provide an initial translation of English text in need of localization for a

French-speaking region. This initial translation could then be edited as needed for the target language. As

machine translation services continue to improve, MT could eventually be more than just a preliminary

tool for the translation aspect of localization.

8 Future Work

Future work on this topic includes expanding all aspects of this experiment from the web pages translated

to the amount of participants recruited. The scope of this project was limited by the population of French-

speakers at Union College with professor of French and Francophone Studies, Charles Batson, estimating

that there were only 20-25 French students, who had the advanced grasp of the language needed to mean-

ingfully participate and provide both quantitative and qualitative feedback. Additionally, I believe that

evaluation process could be improved by using MT systems besides Google Translate and providing mulit-

ple translation outputs to participants. Related work has shown significant benefits in regards to providing

two or more translation outputs when using MT sysyems. Finally, I believe using a more diverse array of

web pages would be beneficial to seeing how MT systems performs in various language domains.
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